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SUPPLEMENTS TO THE MONTHLY WEATHER REVIEW

During the summer of 1913 the issue of the system of publications of the Department of Agriculture was qh&ﬂg‘f
and simplified so as to eliminate numerous independent series of bureau bulletins. In accordance with this Plan;
among other changes, the series of quarto bulletins—letters from A to Z—and the octavo bulletins—numbered ro
1 to 44—formerly issued by the U. S. Weather Bureau have come to their close. , : .

Contributions to meteorology such as would have formed bulletins are authorized to appear hereafter as Sﬂl%'
péelze)nts of the MoNTHLY WEATHER REVIEW. (Memorandum from the Office of the Assistant Secretary, May
1914. )
These supplements comprise those more voluminous studies which appear to form permanent contributl%';’;
to the science of meteorology and of weather forecasting, as well as important communications relating to the ot aif
activities of the U. S. Weather Bureau. They appear at irregular intervals as occasion may demand, and con?
approximately 100 pages of text, charts, and other illustrations. Jllof

Owing to necessary economies in printing, and for other reasons, the edition of SurpLEMENTS is much sm% j
than that of the MonTHLY WEATHER REVIEW. SurrLEMENTSs Will be sent free of charge to cooperating meteorolog. i
services and institutions and to individuals and organizations cooperating with the bureau in the researches ¥ the
form the subject of the respective supplements. Additional copies of this SurPLEMENT may be obtained from
Superintendent of Documents, Washington, D. C., to whom remittances should be made.

The price of this Supplement is 20 cents.
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INTRODUCTION

BY

Larry F. Pace, Bureau of Agricullural Economics, United States Department of Agriculture

The status of knowledge about long-range weather
forecasting has always been somewhat difficult to deter-
mine. At one extreme there are those who claim that
the problem has been almost or completely solved. Some
of these are charlatans, but most of them are misled by
their desire to believe in the systems they have developed

and by their willingness and that of their friends to give.

their forecasts the benefit of any doubt in verification.
At the other extreme are those who have seen claim after
claim disproved, system after system fail under actual
forecasting conditions. They are convinced that there
will never be successful long-range forecasting, and that
time and effort spent on this field are wasted. They are
as anxious to disbelieve in any system as others may be
to believe in it. ‘

These subjective attitudes make evaluation of methods
difficult. But it is necessary to know what has been
done—whether the results are positive or negative—in
order to take advantage of the years of work which have
been spent on this problem. The papers published here
are the result of an attempt to get an objective appraisal
of the value of certain approaches to long-range weather
forecasting. A

The search for periodicities, the method of attack that
has been most widely employed, has not been considered
bere, execept in one case. To do this would require a
duplication and, in many cases, an extension of the original
work. Furthermore, no method of determining the exist-
ence and significance of periodicities is universally ac-
cepted. A complete solution has not been obtained for
problems of change of phage, serial correlation,and freedom
of the form of the periodic curve. Sufficient attention
has not been given to the avoidance of errors of both

an0®

kinds as defined by Dr. J. Neyman—errors of accept oot

of a false hypothesis and errors of rejection of &
hypothesis. 10

In the class of periodicities are the many attemptsbe,
find a relation between sunspot cycles and weather P.
nomena and, of course, studies involving astronoﬂ‘?caj
motions. Even where the field is thus limited, the cleP’”
work necessary to test all of the many claims that b¥
been made would be tremendous. e

The appraisal was therefore mainly restricted to tho o
theories that include a meteorological hypothesis—8° ol
physical explanation that appeared to be at least ratio®’
In many cases these explanations had been arrive
posteriori, hence the conclusions were not so impre
as if an a priori hypothesis had been substantiated by
data available. .

In several cases analyses of methods have been sup
plemented by verification of forecasts or of statis® .
formulas. It should be pointed out that thisisnot
clusive test of the theory. The verification series ¢8% it
considered only as another sample of data, and the 8%
nificance of the result must be compared with the 1% 10
the sample. In the verification, however, we haYel 8
equivalent of a test of an hypothesis; consequent yas"
sample of a given size is more effective than in the %%
where the data are used to form the hypothesis. T her‘; f
further, a practical consideration, especially in the 8%y,
negative verification. If public confidence would 5o
lost by a failure of forecasts during a period as long ?Stio”'l
sample verification period, then whatever the stat!® Ane
significance of the test, its practical implications shot)
considered,

)
gsi?®
the
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I. INTRODUCTION

Sir e o
m&tigsqubert Walker, born 1868, at first taught mathe-

1904\2’4“’&8, Director General of Observatories in India

O Seiar Frofessor of Meteorology at the Imperial College
i“c‘ceee(llﬁ’ and Technology 1924-34 (in thig position- he
0%’ D, Brun, Napier Shaw, and on retirement was followed
the Ro nt), and is now Editor of the Quarterly Journal
towalker’y&l Mqteorological Society.
ki, PTesen ts Studies fall into several groups. Rather than
t&s “Worl d,them in chronological order I will start with
h?Ce 1o y Weather” studies, which are of more impor-
o;lef thy, ts than the other groups. Next will follow a
q ﬁcap e on the climatology of India with mention
tv;llln’s uﬁ]’nd South America, taken largely from Julius
N °0hclua§dbuch der Klimatologie,” preparatory to the
gn‘;‘?On Ing chapters on Walker’s contributions to
v ited ,borecastmg. His work in statistical theory is
Dliy » DUt references to it are included in the bibliog-
ol the any s . L ,
N, y.ond 18 given a bibliography of Walker’s publica-
on 119 14 is admittedly incomplete, it includes
&ll phases of Walker’s work. '

 In e II. WORLD WEATHER STUDIES
i Iy hig ear] ’ . .
Udjg, by Y work on forecasting the monsoon rainfall
‘ Correlation methods Walker soon noticed that

1)

data from a large area tended to behave uniformly, both
within the area and in relation to the surrounding areas.
This led him to the conclusion that, even for forecasting
local conditions, it was necessary to study conditions over
thedwhole globein a statistical manner. Thishe proceeded
to do.

1. Sunspots.—He first prepared thres papers correlat-
ing sunspots with rainfall, temperature, pressure (29, 30,
31), respectively. The first of these he introduces with
a discussion of the evidence for a positive relationshi
between sunspot numbers and the solar constant, whic
he seems to consider quite favorable, but not conclusive.
He uses for the correlations the annual meteorological ele-
ments at a number of stations over the world and the
mean sunspot number for the contemporary year. The
number of years of data varies greatly with the stations,
but for most stations it is over 30. .The correlations for
each element are given in tabular form and are. also
plotted on a world chart. )

" In the paper “‘Sunspots and Rainfall”” he uses the data
from 152 stations and also the flood water in the Nile, the
outflow in the Mississippi, the volume of the Caspian Sea,
the level of Lake Constance. In conclusion he says:
it would appear that the coefficient * * * ig not in general
larger than would be produced by mere chance. * * * It is
only where the coefficients over a region have some appreciable
tendeney toward uniformity that a resl relationship may be con-
eluded. ~ The relationships seem real in the case of the Nile (0.16
for 1749-1800 and 1825-1903, 0.24 for 1865-1912) and India (for
individual stations the coefficicnts are 0.2 or less); but perhaps the
clearest case is South America, where below latitude 30° rainfall is
deficient where sunspots are numerous.

(Santiago —0.20, 1853-1911; Cordoba —0.07, 26 years;
Buenos Aires —0.20, 1861-1907; Pelotas —0.36, 1893~
1007; Azo —0.19, 1858-1912; Punta Arenas —0.43,
1888-1907). 'The pattern of positive and negative areas
on the chart is too complicated to be stated in a few
words. He emphasizes that the study should have been
applied to homogeneous regions rather than to individual
stations, but convenient data for regions were not avail-
able; for temperature and pressure individual stations are
more representative of the surrounding regions. It
oceurs to me that there is considerable possibility for bias
in the correlation coefficients as a result of the necessary
checking and subsequent correction or omission of early
unreliable data, as indicated by the two values above for
the Nile flood and by his tabulation of data at Cordoba
for 1873-1907 although he uses only 26 of these years.

In the paper “Sunspots and Temperature” he uses 97
stations. The resulting chart shows negative areas over
most of the world, the only positive ones being the South
Pacific Ocean (represented only by Auckland 0.27, 51
years), part of the Indian Ocean (Seychelles 0.10, 1894-
1913; Carnarvon 0.07 for 19 years), the Gulf of Mexico
and Bermuda (Galveston 0,10, 1873-1912; Key West 0.11,
1873-1912; Bermuda 0.17, 35 years), and a broken area
extending from northern Africa through §Ipam, France,
and the British Isles to northern Siberia. The regions of
highest negative correlation are India and southern China
(—0.15 to —0.45), southeast Australia (—0.30 to —0.50),



Santiago (—0.38, 1861-1913) and Cordoba (—0.33, 1873~
1913), and all of North America with the exception of
Galveston (—0.05 to —0.35).

He says:

* % % it may be pointed out that the paradox in question (pre-
vailing occurrence of lower temperature with increased sunspots)
would be explained if the increase in wind due to increased radia-
tion were to bring sufficient increase of humidity, cloud and rain
over land areas to send down the temperature at ground level,
although the temperature would presumably be higher than usual
in the upper air. If this interpretation be correct, other tropical or
gemitropical places in which we might look for a rise, or at any rate
a diminished fall, of temperature would be in large desert regions
to which damp air could not penetrate, and possibly in islands over
which the air might be expected to be so nearly saturated at all
times that no increase of humidity would have any marked effect
on the temperature. The only station above 10,000 feet in the
tropies with a long series of reliable data known to me is Leh (36
years) and there the correlation coefficient of +0.01 is in marked
contrast with those of Agra and Calcutta, —0.43 and —0.44, re-
spectively. In relatively dry regions Denver (40 years) has a
coefficient of —0.08, Alice Springs (35 years) one of —0.04 and
Algiers (24 years) one of 4-0.13; while of small islands in the tropies,
Seychelles (20 years) has +40.10 and Port Louis, Mauritius (38
years) has —0.07, though St. Helena (16 years) has —0.17 and
Honolulu (38 years) has —0.20.

A feature to which attention has not hitherto been drawn, I
believe, is the tendency in the polar regions of the Eurasian eonti-
nent towards higher temperatures at times of sunspot maxima. In
the Southern Hemisphere the only station tabulated south of lati-
tude 50° is Punta Arenas (20 years), with a coefficient —0.02; and
no long series of data is here available for any station south of 54°,
But to the north of 63° there are seven stations of which particu-
Iars are given in the following table:

Number {Correlation:

Btation of years | coefficient Latitude

-3 r

Archangelsk____ .. . 39 —0.08 64 33
Christiansund._. .. ___ ... 37 +.20 68 7
[0]+5 15 &) S 25 -+.16 66 31
Turuchansk.._. 22 +.24 65 56
Vardd. ... 39 -, 03 70 22
JacobShAVI . .o i cecccceacamam——— 39 -.16 69 13
Stykkisholm ... .. e ceicaoee 63 -.03 65 5

In the paper ‘“Sunspots and Pressure’” he uses 91 sta-
tions. His summary is:

It is a striking fact that the region of negative coefficients extends
from India over a considerable area, including northern Africa, east
and south' Africa, Arabia, Persia, Java, and Australia. Europe,
except in its most southern districts, Siberia, the phlna coast and
Japan appear to have positive coefficients. As might be expected
from the opposition in pressure between the Argentine or Chile and
India the coefficients in the former countries are strongly positive;
and in the east coast districts of North America positive coefficients
prevail, though in the west there is a tendency towards negative
values. In the Pacific (e. g., Honolulu and Wellington) the rela-
tionship appears to be generally positive, but in the Atlantic there
is a negative region including Iceland, Scotland, and the North
Ses.

A comparison of the chart with the corresponding chart in a pre-
vious paper for sunspots and rainfall will bring out the general
tendency for the pressure coefficients to be opposite in sign to rain-
fall coefficients; and it may be inferred that the variations of pres-
sure and rainfall are to a large extent dominated by the same cause,
being to a comparatively small extent affected by variations of
temperature. * * *

Walker states that according to Briickner one would
expect increased solar radiation as indicated by sunspots
to cause an increase in the general circulation and hence
an accentuation of the average pressure distribution. He
finds partial verification for this: negative sunspot-pres-
sure correlation for Stykkisholm (—0.04, 63 years) and
positive for Ponta Delgada (0.21, 1894-1912) and Hono-
lulu (0.25, 1883-1912), but negative values in the equa-
torial region are found only in the Indian Ocean. The
stations within 10° of the Equator are Zanzibar (—0.46,
1892-1913); Seychelles (0, 1895-1913); Colombo (—0.38,

1870-1913) ; Batavia (—0.27,1866-1910.) Superimposg
on this effect seems to be a tendency for negative c0€ 1o
clents in the Eastern Hemisphere and positive ones 11 the
Western, which is in accord with his later concept of b
southern oscillation. fof

Unfortunately there are large regions of the earth of
which Walker has no stations, for instance none sout ;
63° S. in the Eastern Hemisphere and, except for ralnf&w’
none south of Honolulu between Auckland and Punﬁt
Arenas. He repeatedly mentions another handicap, b 1
he has used only annual values. In chapter I of “WOr
Weather I’ (36) he gives some seasonal and mont 70
correlations, which however do not appreciably impr%le
the cause of sunspots. Of interest is the following ta
of correlations between monthly Indian temperature &
sunspots for 1875-1906:

7

January._ ... _____. —0.25 | July_ . ___. ’8’ 22

February.__..__...___ —0.32 | August..._________. o8

March oo —0. 43 | September._.___._____. 0%

April L ___ —0.17 | October. ..o .- o 20

B e e —0.11 | November..._.__..._._- ’0' 3!
June._______________. —0.50 | December. .. o cn.--- -

. . . . . 4
It will be noticed that in India the negative values ﬁﬁ
greatly reduced during the hot weather. In the cle_cl g
ing chapter IV of the same paper he states his opinio®

that variations of world-weather tend to occur in a definite m”'nﬁ;e:

i. e., to be associated with definite swayings or surges of press

50
and that changes in solar conditions tend to favour or check t.ge‘o
weather changes; such oscillations if they had been strictly Peg)rref

might have been regarded as forced oscillations of a type ‘e
sponding to the natural weather oscillations of the atmospbe .

Walker’s conclusion that sunspot numbers play 2 4l
nite but very minor direct role in yearly or sess”
weather seems to me the correct one. But he bY b
means exhausts the possibilities of the sunspot appro?
It may be, as some authors believe, that the total sunSEth
number is not the measure most closely connected ¥ f
the weather. Again, it may be that the time rﬁtehis
change of sunzpot numbers is the important factor. Tgh
seems especially likely if the physical connection is throuiﬁ,‘
changes 1n total solar radiation. For we know that d®”
tions in total solar radiation from normal rarely fl,mo-ops
to more than 1 percent, while seasonal weather devla%eot
amount to much more, so that solar radiation could € " f
the changes in weather only through a disturbancecﬂ’
equilibrium. Again, if Walker’s picture of a natural % .
lation of the atmosphere receiving impulses via solal o
ation 1s correct, the effect of an impulse in increasmhﬁ,ge
decreasing the amplitude will depend entirely on the P
of the oscillation at the time the impulse arrives. ol

Walker also attempts to make use of Abbot’s %ﬂtﬁ
radiation values in his correlations, but since he hac © s
for only 15 years it does not seem worth while to ¢
his results. die?

Nothing further need be said concerning his Sbunew
relating to sunspots, for he does not later arrive ab

, . A 1)
conclusions in this respect. In fact, he later states @ ¢

So we are led to the view that the southern oscillation Iﬁ,ele,f’}
expresses & natural oscillation or system of surges in the ey
circulation. * * If this is granted we suppose tl}at. Greﬂsg
creage in the number of sunspots or of solar radiation will ]nserve
slightly the general circulation and so bring about the ob
relationships with sunspot numbers. "

I
Sunspots are briefly discussed in “World Wef}"’h‘ﬁ'ﬂ{lli‘%r
(50) and in “World Weather IV” (59), confirming & ihef
statements. In “World Weather V’ (61) Walker fu

states: the

. . 'D

The relationship of an increase in sunspots with a decr_eﬂseolaeﬁvs
general circulation in the North Atlantic and North Pacific



1.
gl'l%‘?tGWOrthy, and warns us against overconfident inferences re-
1ng solar activity.
Brf)l(’ﬂv&’brief note (68) he offers objections to C. E. P.
Cory fs .Physical explanation, and to the reality, of the
of Le ation of (.87 between sunspot numbers and the level
8Xe Victoria, 1896-1921, and extends the data to 1935.
'wea;fh arly papers on the relationship between seasonal
Stap, of different regions.—We now go on to discuss the
entig) 1a] ‘YVhlch is contained in I, II, III, V of his papers
be'd' ed “World Weather.” (“World Weather IV will
QﬁSCUSSGd in the chapter on forecasting.) )
copelicer II of the first of these (36) gives the inter-
Conte atlons of 17 centers of action, 15 being pressure
Septers and the other 2 being India Peninsula (June to
tablg I}’ber) and Java (October to February) rain. A
Qum Or each center gives its correlations in the two
Wity 611'5, December to February and June to August,
tw, all other centers two quarters before, contemporary,
bl’ief ql_larter?, after. Each table is accompanied by. a
fa]] SIScussion; there are small additional tables of rain-
Pemag?g, snowfall correlations, and under ‘‘General
e says:
the eﬂfgaps the most striking feature of the pressure correlations is
to Ay Peration of the group Azores, Charleston, Honolulu (June
Yaiy SUSt), Samoa, South America (June to August), and Peninsula
Orthweste one hand, and of the group Iceland, Central Siberia,
on the o India, Port Darwin, Mauritius, and southeast Australia
°°rre1at- r; members of the groups have positive contemporary
the ot 00 coefficients with each other and negative with those of
gi)('iirflg fﬁ'agroup, We can perhaps best sum up the situation by

1 there is a swaying of pressure on a big scale backwards
thereor“’&rds between the Pacific Ocean and the Indian Ocean, and

%ﬁgtﬁzeﬁn“"ayings, on a much smaller scale, between the Azores
Py,

d, and hetween the areas of high and low pressure in the
Cific, * % %

.

for &ar'Pter III, “Temperature variations,” gives tables
Congq Unmber of localities of temperature correlated with
anq Otﬁ’or&ry and previous pressure at the same place,
I\ o) tables. Walker finds no temperatures having
°1udes orrelatl_on with subsequent weather,! so he con-

Topa 2t “it is pressure which controls temperature.’”’
Uegp tg}? ™d to the Benguela Current flowing northward
Oeff oy ® southern west coast of Africa, he finds the small
Decem%nts for 17 years between Cape Town temperature
the S&mer to February with St. Helena temperature of
%llarterselquﬂl‘ter of 0.04, one quarter later of 0.26, two
t % Sout ater of 0.18. He also discusses conditions in

Ing b Orkneys, but has data for at most 14 years.
shlps N %&)ter IV, “Physical interpretation of the relation-
sy’ o alker discusses, among other things, Hildebrands-
fI'OIn Wew that “the types of season were propagated
°°rre1at?8t to east like waves.” Since for 11 years the
tory eraon etween June to August South Orkneys
045, o Ure and Punta Galena (Chile, 40° S.) pressure is
W&I'lner concluded that the eastward current would be
Ameyg N and would carry lower pressure when South
e*"s*'ﬁwax-dpres'mlre ishigh. This would explain the supposed
IIIOrlths, Propagation of a reversed wave in about 6
88 Indicated by the coeflicients:

0
3t “Americq Dregsur
2 quaTters ef, ¢
1 Warge, - Pe10re Cape Town

With Cape
Town pressure,
December to February

YuarieT® before Cang Tamn™ =" ==77="T=TTTTmm=ms-oo- —0.48
ar aDE T OWI o - o e o e e e e —.
?q“&r§§; efore Cap% To(;vv;n ____ 99
2 qu&l‘t Slore Cape Town. ... . CTTTTTTTTTT 12
qu&rtgr after e — 19
he g 2fter Cape Tows -1 722 T
Alreﬂ, Ooc;gﬂll) merica values are the mean of Buenos
el 0ba, and Santiago; the data are for 1875-1921;
T
m“?ynﬁgéngrt(éommemiﬂg on this report, Walker writes, *“The conclusion quoted, that

Mperat : € “
n ures having hi; ather,’ r-
egathed by subseq ugontgv{'loggf&elatlons with subsequent weather,’ has co

the isolated —0.42 he considers accidental. The correla-
tions between Cape Town and Mauritius are very small.
“It seems that the antarctic influence arrives directly at
Mauritius, not across Cape Town.” The coefficients
between southeast Australia (Brisbane, Adelaide, Alice
Springs) pressure June to August and Mauritius pressure
~2, —1, 0, 1, 2 quarters later are —0.02, 0.30, 0.43, 0.04,
0.17 (1876-1921); “the movement here also appears to
occur eastwards and to take 1 or 2months.” The relations
in the Pacific are even less clear. June to August pressure
in South America has a coeflicient of 0.48 with Samoa
}J))ressure two quarters later, and southeast Australia and

arwin December to February respectively have coeffi-
cients of —0.41 and —0.62 with Samoa one quarter
earlier (all for 1890-1910), which indicate a westward
propagation of some sort from South America. Of course,
1t is impossible to determine whether these waves move
along the middle latitudes where the stations are located
or by the shorter route through the antarctic.

The coefficients tabulated in “World Weather II” (39)
extend and largely replace those of “World Weather 1.”
St. Helena and South Orkneys were dropped, and the
pressures at Vienna, San Francisco, Tokyo, Cairo, and
temperature at Dutch Harbor were added. Tables for
each center for each of the four quarters give its correla-
tions with all others —2, —1, 0, 1, 2 quarters later.
Each table is accompanied by a brief discussion of the
reality of the coeflicients, based largely on the statistical
tests. Thus the first table shows that Iceland pressure
(Stykkisholm) December to February has six contem-
porary coefficients greater than the probable largest, 0.31,
for the 16 centers with records of 36 years or more. These
are central Siberia (Irkutsk and Eniseisk) 0.34, Vienna
—0.52, Azores (Ponta Delgada) —0.54, Charleston —0.32,
Tokyo —0.38, Cairo —0.42. ““There are 3 exceeding 0.4
and the probability of this owing to pure chance is only
0.0003; also the probability that chance would produce
the two exceeding 0.5 is only 11 in 100,000.”

3. The three oscillations.—In “World Weather II”
Walker first gives names to his three oscillations, and in
chapter III discusses the two northern ones.

North Atlantic oscillation.—To the mechanism of the oscillations
in the North Atlantic considerable attention has been devoted by
Pettersson, Meinardus, Hildebrandsson, Helland-Hansen, Nansen,
and others, and it is generally recognized that an accentuated pres-
sure difference between the Azores and Iceland in autumn and
winter is associated with a strong circulation of winds in the Atlantic,
a strong Gulf Stream, high temperatures in winter and spring in
Scandinavia and the east coast of the United States, and with lower
temperatures in the east coast of Canada and the west of Greenland.

The correlation coefficient of Iceland (Stykkisholm) winter
pressure with that of Vardo (1875-1920) accordingly proves to be
+0.44, and with contemporary Vardo temperature —0.64; with
contemporary winter termnperature in the eastern coast of the
United States (Charleston- Washington) the coefficient is —0.42,
that of the following spring, —0.18 and of summer, +-0.16. The
coefficient of Iceland pressure, September to February, with con-
temporary temperature at Vardo is —0.58, and with the quantity
of ice at Newfoundland next spring and summer, as given by
Meinardus, is —0.72. * * *

The statement regarding the Gulf Stream is later re-
peated (51). They are at present debated questions as
to whether the southwest winds appreciably affect the
Gulf Stream, as to whether the strength of the Stream
appreciably affects ocean temperatures, and as to whether
the latter appreciably affects European air temperatures.
Thus G. C. Simpson ((61), Discussion) ‘““did not_think
that the high temperatures in Scandinavia were due to
the warm sea water brought by southwest winds. The
relatively high temperature in Scandinavia was due to
an increased frequency of southwest winds &’I,ld had little
to do with the temperature of the sea water.



In discussing the influence of ice, Walker gives a favor-
able review of Wiese’s work. Walker finds coefficients
of 0.28 and —0.46 between the amount of ice in the
Greenland Sea (April to July) and pressures in the sub-
sequent autumn at Vards and Vienna. Wiese showed
“that in summer and autumn an excess of ice drives the
cyclonic tracks in Kurope southward and affects the
temperature and rainfall.” . :

At this point it is well to insert mention of a later
paper (45) in which Walker reviews Wiese’s work and
finds that some of the latter’s basic coefficients do not

ersist. Thus in regard to Wiese’s coefficient of —0.44
Eetween South Orkneys temperature and Barents Sea ice
for 10 years, Walker finds for June to August 1903-23
only 0.02 (coefficients tabulated in (50)). In general
Walker’s studies indicate no connection between the
Arctic and the Antarctic. Walker further notes that the
correlations of 0.25, 0.44, 0.31, between Grimsey temper-
ature March to May and the {ollowing December to Febru-
ary temperatures at Berlin, Kristiansund, Vardé 1882-3 to
1918-9 (except 1896), which are similar to Wiese’s, are
reduced to 0.0, 0.08, 0.10 by including 1880 and 1881,
“the latter being a phenomenally cold year at Grimsey.”
“It would be unwise to accept without further examina-
tion Wiese’s conclusions that variations in Barents ice and
of rain in the equatorial regions are determined by the
same variations In the general circulation.” “It would
appear that conditions in the Barents Sea are of impor-
tance in a fairly large region of the Northern Hemisphere:
and their usefulness is greatly enhanced by their persist-
ence. My calculations show a correlation coeflicient of
0.84 (0.86 1895-1925 given in (50)) of June to August
ice with that of April and May of the same year, 0f0.60
with that of June to August ice of the previous year, and
of 0.44 with Greenland ice of the following year.”

North Pacific oscillation.—This is similar to that of the
North Atlantic, according to Walker, consisting essen-
tially of an opposition between pressures in the Aleutian
row and in the North Pacific micE as represented by
Alaska and Honolulu respectively. Unfortunately there
is no station near the center of the H16GH, Honolulu being
on the western edge in winter and on the southern edge
in summer. Likewise thers was no series of pressure data
near the center of the Aleutian row, the Alaska group
being made up of broken series from Juneau, Atlin, Sitka.
Dutch Harbor temperature, however, has a close correla-
tion with pressure in the region because subnormal pres-
sure accompanies abnormal northerly winds in the rear
of the Low, lowering the temperatures. The coefficients
with Alaska pressure are: December to February, 0.68;
March to May, 0.48; June to August, 0.12; September to
November, 0 (18-19 years); the low values in summer
and fall are without significance because the Low fills up
in summer.

In regard to North American conditions associated with
this oscillation he states that we should “expect opposition
between winter temperatures at Dutch Harbor and at
Victoria, British Columbia on the eastern side of the de-
pression: for the years 1892-1919 in which some Esqui-
malt data are included the coefficient is —0.06, but for
1903-19 it is —0.40.”

In order to verify the interpretation placed on the data of the
North Pacific I have verified in terms of them the conclusions
reached by Henry regarding rainfall in the North Pacific Coast
States. I find & coefficient of —0.54 between that rainfall and
the December to February pressure at Alaska, while with Dutch
Harbor for this period the relationship is —0.24; with Alaska
pressure in autumn the relationship is —0.20. I have also verified
that as indicated by Stupart there is a relation between the winter

pressure at Alaska and the winter temperature at Winnipeg: the

coefficient being —0.54.

He discusses in considerable detail the work of Okad®
on Japanese conditions. .

_ This oscillation differs from the North Atlantic osﬂﬂlﬁz
tion because, for one thing, ice is here an unimportd?
factor. Walker quotes Krimmel as saying that «Behritd
Straits form no exit gate for polar ice formations, &%
heavy ice is limited to the northerly portion of the Behrio?

Sea.”
Southern oscillation.—In introducing chapter IV Wﬁﬂ‘ef
states: “By the southern oscillation is implied the 2

!

ency of pressurc at stations in the Pacific (San Frzwcls"of
Tokyo, Honolulu, Samoa, and South America), an i
rainfall in India and Java (presumably also in Aust®

and Abyssinia) to increase, while pressure in the regto?,

the Indian Ocean (Cairo, northwest India, Port Dar*%y
Mauritius, southeast Australia, and the cape) decreﬂsest';h
Most of the large coefficients for pressure in ollhe
America (the three stations “lie approximately on of
axis of the high pressure belt”) occur in the quéls
J-A, there being six with contemporary, and nine W

subsequent, conditions elsewhere which are greater thﬁﬁ

“the probable largest.” In this “important winter Perlrol
there are no stations where previous conditions ¢y

South America.” “The natural inference is that Sou(fls
America in its winter is either one of the original con%s

or is connected directly with one of the original contr0 Sma
This leads to an interesting discussion involving Antar®
weather and ice conditions.

t
Along the coast line easterly winds prevail which set up 2 Wﬁio
ward current, and a glance at a modern map of the Antar op
Continent will show that any ice borne by this current Wi d"re"'
reaching Graham’s Land, be thrown right off in a northerly lent
tion and be carried off toward the east by the easterly ¢%Fijs
which flows round the world in the latitudes 40° to 60°; & cefterg
amount of ice may at times be thrown off at 170° E. by the We® i
boundary of the Ross Sea, but the shape of the coast is not 8°
so well adapted for the purpose as that at 60° W.; * * ¥ £ the
* % The view that Graham’s Land throws off many O,
icebergs is supported by an examination of their most north at
limit, which is further north (35° 8.) in the vicinity of the cap® rizé
elsewhere in the southern seas; and this feature also charact®
pack ice, though probably not to so great an extent. f he
The outstanding feature of the pressure distribution O .49
Antaretic is that, as in the Northern Hemisphere there al'e.ﬁ he
of low pressure in the North Atlantic and North Pacific, 50} ,,nd
southern region we have them in the Ross Sea, the Weddell 562 );
the Bellingshausen Sea (to the east and west of Graham's »*yiaf
and just as the Artic ice is carried round Greenland and ® et
Labrador into the Atlantic near Newfoundland, but finds no gﬁ ob
throngh the Behring Straits, so the Antarctic is thrown _ . if
Graham’s Land into the southern Atlantic, but apparently Iéwp,fd
any continuous stream elsewhere, such escape into the eﬂsb,,,bl}’
current as occurs at other parts of the coast line being Pf".r1 e
spasmodic and caused by local disturbances. Also just as !'Uorﬁ
North Atlantic there is a pressure opposition between the 0 of
and Iceland, the strengthening of which increases the ice ¥y i’
the Labrador current, so in the south Atlantic, as MossmaP®, ee?
portant studies have made clear, there is an opposition ¢ oné
the high pressure belt across Chile and the Argentine on t2°ge
hand, and the low pressure areas of the Weddell Sea and the
lingshausen Sea on the other,

- . ﬂﬂ

When discussing the climate of Chile in 1911 Moss”
said: 190%

If the high-pressure belt is far south, as in the winters Ofwint‘?§
1908, 1909, and 1910, then there is a marked decrease in the b ”
raing all along the litloral between Iatitudes 30° and 45° S"Dorf'bf
the Graham’s Land lobe of the Antarctic antieyelone extend® 10 °
wards, as in the winters of 1902 and 1904, then the the8 i
eyclonic activity also spreads northward, bringing heavy oty
strong north and northwest winds, much cloud and high t"m‘viﬂd;
ture between latitudes 30° and 45° 8. With these conditionfnarke
at the southern extremity of the coast are light with 8 g
southerly component, temperature is low, pressure x‘elatively
and rainfall mueh under the seasonal normal.



(Y
isfg:-l Such years as 1903, 1908-10, when the Pacific anticyclone
abouts?uth’ a very steep gradient for NW. winds is set up south of
togeth, at. 45°, These winds blowing with gale force for weeks
Ing fp er bring much rainfall and foul weather over an area stretch-~
Om north of Evangelists Islands to the South Shetlands.”

mgglker further finds that “in general a southward move-
n of the storm track is associated with or produced by
A Accentuation of the high pressure conditions in South
Wericq 1
frop ¢ derived certain results from pressure and ice data
1 the Antarctic, but the data are so sparse that it does
Seéem worth while to reproduce the discussion here.

Southmlght be mentioned here that the rudiments of the
ran d‘-‘m oscillation were first discovered by H. H. Hilde-
sson and later confirmed by Norman Lockyer and

7 FS Lockyer (51).
Qe urther correlations of quarterly pressure and temper-
of oo efe—“World Weather III”” (50) consists of 8 pages
clentscusswn and 27 pages of tables of correlation coeffi-
“Woii able V provides an extension of the tables in
Poss d Weather II.” The relationships for Samoa
&nziubre are recomputed with 36 years data available,
Subgt; ar pressure is added, and Wellington pressure 1s
ora tuted for southeast Australin. The following tem-
St 7ure centers are added: North America (Winnipeg,
HOnOIOUIS, St. Paul), Siberia (Surgut, Irkutsk, Tomsk%,
Tow ulu, Batavia, St. Helena, Mauritius, Samoa, Cape
flog dn, South Orkneys. Further additions are the Nile
Jung and the ice in Barents Sea (in April and May and
h&medto August, 1895-1925). For each of the above-
Othey centers a table shows the correlations with the
Mept %eyv centers as well as with the old ones, the arrange-
COrpg] eing exactly as in “World Weather IL.”” The new
of Mions with South America are referred to the mean
ordoba and Santiago only. The table for South

r}
Witineys temperature (1903-23) includes some coefficients
The ; Oditions elsewhere three and four quarters later.

Taﬁle %?1 number of centers now available for study is 32.
Wy, d .and the ones in “World Weather II”’ are sum-
tach o0 In his table I which gives for each center and for
contegl“&rter the number of coefficients with preceding,

eate porary, and succeeding conditions which are
eac) T than"the probable largest, as well as the total for

quart‘;enter. His table VI gives for each center and each
qu&l‘te; the correlation with sunspots of the contemporary

anq 101 Unfortunately he does not explain how tables 1I
I «wyyl Were computed, but the subject is covered later
Theolrld Weather V.”

the py, bargest total numbers of coefficients, greater than
82, Obable largest, listed in table I are: Darwin pressure,
Dorth‘:ta‘”& temperature, 78; Samoa temperatvre, 70;
Dl'essllrest’ India pressure (Lahore, Karachi), 54; Zanzibar
()rlme e has 27, and Wellington pressure only 4, and South
.Nile ﬂyg temperature only 2, each out of a possible 581.
leg o204 has 31 out of a possible 145, and Barents Sea
Ingja Y. 7 Out of 289. While these figures give a rough
“entersm&l of the extent to which conditions at the various
Congiss SePend on world weather rather than just local
lot, ew;) 1S, it should be remembered that the centers are
mel‘ely ) ¥ distributed over the earth. Thus for Darwin
COrpg]y, :0cal conditions would be expected to give high
for 19 0-lons with Batavia temgemture (which accounts
(&nothertilz")gﬂ and perbaps with northwest India pressure
Iy ", ® Rumbers of coefficients listed in table I for centers
A,las] lear the United States are Iceland pressure, 17;
Clgeq prpressure, 8: Charleston pressure, 22; San Kran-
tempem‘issure, 24; Honolulu pressure, 31; Dutch Harbor
1614Msure, 5; North America temperature, 27; Honolulu
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temperature, 12. Of these the following may be of
particular interest.

Alaska pressure December to February has coefficients
of 0.64 (21 years) with Cape Town pressure of the previous
quarter; 0.62 (18 years) with Dutch Harbor temperature
of the previous quarter; and 0.66 (22 years) with India
monsoon rainfall the previous summer. In the quarter
September to November it has —0.54 (23 years) with
itself two quarters before and —0.56 (19 years) with
Dutch Harbor temperature two quarters before.

Charleston pressure December to February has —0.36
(1876-1915) with central Siberia pressure two quarters
before; —0.42 (1875-1919) with northwest India pressure
the previous quarter, and —0.50 (1882-1919) with Darwin
pressure the previous quarter. In March to May it has
0.44 (1875-1921) with San Francisco pressure the previous
quarter; 0.36 (1883-1920) with Tokyo pressure the pre-
vious quarter, and —0.44 (1875-1919) with Mauritius
pressure the previous quarter. In June to August it has
0.38 (1875-1919) with Azores pressure the previous quar-
ter; 0.52 (1875-1921) with itself the previous quarter; 0.40
with San Francisco pressure two quarters before, and 0.36
with Tokyo pressure two quarters before.

San Francisco pressure December to February has 0.44
(1875-1921) with itself the previous quarter and —0.42
(1876-1921) with southeast Australia pressure the pre-
vious guarter. In March to May it has 0.48 (1875-1921)
with Charleston pressure two quarters before; 0.38 and
0.36 with itself one and two quarters before; —0.50 and
—0.48 (1875-1921) with northwest India pressure one
and two quarters before; —0.40 with southeast Australia
pressure the previous quarter, and —0.36 (1875-1921)
with Cape Town pressure two quarters before. In June
to August it has —0.46 (1876-1915) with central Siberia
pressure two quarters before; 0.42 with Charleston pres-
sure the previous quarter; 0.44 with itself the previous
qﬁmrter,_and —0.38 (36 years) with Mauritius pressure
the previous quarter. In September to November it has
0.36 with itself the previous quarter; 0.36 and 0.40 (1883—
1921) with Honolulu pressure one and two quarters be-
fore; —0.38 with Mauritius pressure two quarters before,
and —0.40 with southeast Australia pressure two quarters
before.

Dutch Harbor temperature December to February has
0.36 (36 years) with Cape Town pressure the provious

uarter. In March to May it has 0.36 (36 years) with
arwin pressure the previous quarter, and 0.42 (36 years)
with itself the previous quarter.

North America temperature December to February has
0.40 (50 years) with Mauritius pressure two quarters be-
fore; 0.54 (51 years) with Batavia temperature the pre-
vious quarter; —0.46 (50 years) with India Peninsula rain
the previous summer, and —0.40 (52 years) with the Nile
flood the previous summer. In September to November
it has 0.44 (52 years) with Cairo pressure two quarters
before; 0.46 and 0.42 with Batavia temperature one and
two quarters before; 0.50 (1890-1925) with Samoa tem-
perature two quarters before, and —0.40 with the Nile
flood the previous summer. The temperature of North
America “has moderately close relationships in autumn
and winter; in fact, it has moderately close relationships
with all three oscillations. In general, temperatures are
‘passive’ rather than ‘active,’ and are suitable rather for
being forecasted than for forecasting conditions elsewhere;
but Batavia and Samoa have a good number of relations
with subsequent weather.”

Regarding the physical explanation of the southern oscillation
thereghas begen little confirmation of the suggestion made in “Worl(i



Weather, 1.” (p. 126), that Antarctic conditions might play an im-
portant part through the quantity of ice flowing in the southern
winter past the South Orkneys, and, in particular, that winters of
abundant ice would be followed by low temperature and high pres-
sure at the cape next summer. The coefficient of winter tempera-
ture at the South Orkneys with next summer’s pressure at the cape
ig only —0.30, and with temperature there at that time only +-0.24,
the latter becoming 0.84 in the following autumn, and 0.56 in the
succeeding winter. While, therefore, there is some indication of a
sea-current from the South Orkneys towards the cape, it does not
appear to exercise any marked control over pressure there, or over
the southern oscillation as a whole. Most control over subsequent
quarterly conditions is exercised by autumn pressure in northwest
India, winter and spring pressure at Port Darwin, winter pressure
in South America, the monsoon rainfall of the India Peninsula and
the Nile floods; and this is more suggestive of a general increase of
circulation than of control from any one region.

In discussing the North Atlantic oscillation Walker
says:

Attention has been drawn by Wiese to the importance of ice in
the Barents Sea, and data have been compiled for April and May,
as well as for June to August, at which time the ice is disappearing.
Ice in the former period has, with Azores winter pressure, a coefficient
of —0.76, while the closest quarterly relationship between pres-
sures at Iceland and the Azores is —0.60 in spring.

The rest of the discussion is largely in confirmation of
his previous results.

In a short paper (57), Walker mentjons a coefficient of
0.84 between June to August temperature at New Year
Island and June to August temperature the following
year at Cape Town for 1902-27. Of all Walker’s correla-
tions between two conditions widely separated in time,
this is the only one for which a definite physical expla-
nation can be offered. ‘“The explanation probably is
that during the winter months the ocean temperature
controls the air temperature, and the water flowing east-
ward between Cape Horn and the Antarctic takes about
a year to reach the Cape of Good Hope.” Later (64),
Walker correctly states that this close correlation is
possible while those between Cape Town and South
Orkneys are small, because conditions at these islands
are quite effectively prevented by the Antarctic Con-
vergence from affecting surface temperature north of it.

he bewildering wealth of correlation coefficients pre-
gented in “World Weather IT”” and “World Weather I11”
is summarized, and also extended, by a new and compre-
hensible presentation in “World Weather V”’ (%1).
Walker accomplishes this by first giving numerical
definitions to the three oscillations, then the data from
various stations are correlated with the three oscillations.
Thus the number of stations can be extended indefinitely,
for each station is correlated with only one or possibly
two or all three oscillations (with various time differences),
instead of with all other stations.

5. Numerical definitions of the two northern oscillations. —
Walker has defined the North Atlantic and North Pa-
cific oscillations for the quarter December to February
only, and the southern oscillation for the quarters June
to August and December to February only. The defi-
pitions are arbitrary. TFor instance, the well-known
opposition in pressure between Iceland and Azores
(the coefficients are December to February —0.54,
March to May —0.60, June to August —0.48, September
to November —0.40; 1875-1921) might lead to a definition
of the North Atlantic oscillation as the difference in
pressure departures at these two stations. But in order
to obtain a more representative expression of the Azores
HicH it is well to include Bermuda and Vienna, and
likewise Ivigtut for the Iceland rLow; it then turns out
that Azores has a small correlation with the resulting
oscillation, so it is dropped and other factors are added.

The final expression for the North Atlantic oscillatio?
December to February is: '
(Vienna pressure) + (Bodo temperature) 4- (Stornoway tempera?u{ﬁ
-+0.7 (Bermuda pressure) - (Stykkisholm pressure) — (Ivig

%rfessure)—OJ (Godthaab temperature) +0.7 (Hatteras*
ashington temperature)/2.

The quantities in parentheses are departures from n_ofl;
ma] in units such that in each case the standard deviat®”
is y20. Walker tabulated in the same units the oscill”
tion for each year 18751930, and the stations inyolv®_
in the formula for the years available. The correlatio™

of these stations with the oscillation are:

Vienna pressure. - - ccoeoceee__ 0.76 1875-1930.
Stornoway temperature. .. _._____ .84 1875-1919, 1921-30-
Bodé temperature_ ... ___ .. _____ .86 1875-1930.
Stykkisholm pressure_ .. ... —. 80 1875-1930. 6
Ivigtut pressure.___________.____ —.84 1879-1918, 1920-2¢
Bermuda pressure. . ... _._._. .72 1875-86, 1888-192%
% (Hatteras+ Washington tem- .72 1875-1930.
perature).
Godthaab temperature_ . _______ —.70 1875-84, 1886-1928

Of course if we were dealing with entirely random figures the suﬂ;
of four series with the same standard deviations would b& ege
coefficient with each of the component series which would aVergbe
0.5; but with eight series the average will be 8-V2 or 0.35, an
above figures are much too large to be explained in that way-

The correlations of other stations with the North Atl#%
tic oscillation are not tabulated, but are shown on figur® '
where coefficients based on less than 30 years are dist?
guished by brackets; and relationships with the rainfs :
regions (of which the individual stations are given
Walker’s table X) are enclosed in circles.

e
In the temperature chart it will be seen that in addition 10 ;g,
well-known warming in northwest Europe and cooling in Labré iof
with coefficients as big as 4-0.86 and —0.70, there is a Waﬂ(’)nw,
in the southeast of the United States with coefficients up t ' t0
and a cooling in the region to the southeast from Trinid® 4 of
Iraq, the coefficient of the Cape Verde Island being —0.48 889 5
Cairo —0.60. It is a natural conjecture that the warmibé 4
the United States of America may be due to a more northerly pling
of the Lows and a more southerly direction in the winds, the 0%, e
of the Cape Verde Islands to a more northerly direction I? e
winds, and the lower temperatures from Egypt to Iraq to & I’; of
southerly track of winter rain-bearing depressions, The ch8™ 4
rainfall naturally shows an area of positive coefficients roa;eﬁ
Iceland, where the pressure coefficient was negative, and an qur®
of pegative coefficients over southeast Europe where the Pre.snfgll
coefficients are positive; but the correspondence of the I8t
and pressure coefficients is quite rough.

Thus the North Atlantic oscillation definitely reP;z‘
sents an increase in the general circulation over the 0¢4%
The most pronounced increase in pressure gradient ¥ 1
the westerlies, but there is also an increase in the %
wind region; the increase in wind may be of the Sﬂ'hig

magnitude in the two regions. Superimposed 0B 1ho
intensification is a northward displacement of botg dis

Azores HiGH and the Iceland Low, and a northwar
placement of the storm tracks. ith
Unfortunately the few coefficients of the oscillationt WIII
previous and subsequent conditions given in his t& Zrﬂ,-
are very small. The largest are with St. Vincent temP and
ture in the following March to May (42 years) —0.52; st
with Newfoundland ice in the following March to AUE
1875-1912, 0.64 (March to July 1900-26, 0.42).
In regard to the North Pacific oscillation Walke
it was known— o
that pressure variations at Hawaii were opposed to thos® ,gof"
Alaska and Alberta, and that high pressure in Alaska meant & nited
southerly track of the lows and more rain in parts of the i
States and liability to cold weather east of the Rocky MOUP "ps
Since then perhaps the chief result of statistical exa,ml'm’*m(;.tlle"ll
been the unexpected association of low pressure in the D9V pgar
region with low temperature in the Aleutian Islands (DutcP

T sﬂys



bor .
i )(;l?t%d it now appears that the association with high temperature

'f‘he f~West Canada is even more marked.
?icmatio(glnil;l la finally adopted for the N. P. O. [North Pacific
Onolul — , .
te u pressure) + % (Qu’Appelle + Calgary +- Prince Albert
(Daberature) — 5((Sitka, Fort Simpson, or Juneau pressure)-+

Derat 535 . pressure) + (Nome pressure)) — (Dutch Harbor tem-

er, .
g,ul%gl,zdfrgctxons % and 14 have been used because the quantities

N Y them relate to places not far emough apart to be

\

CORRELATION OF N.A.O..DECEMBER-
FEBRUARY WITH CONTEMPORARY PRESSURE,
TEMPERATURE. AND RAINFALL

N.A.0.WITH CONTEMPORARY PRESSURE OF DEC.-FEB.
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Fiqurze 1.—Reproduced from Walker and Bliss (61).

. The
tioy thﬁzegiclents of the four factors with the North Pacific oscilla~
teT 8 coeﬂeiﬁped are respectively 0.80, 0.86, —0.86, and —0.74.
Ampel‘atur clents with the North Pacific oscillation of pressure,
N eompari ¢, and rainfall over a wider ares are given in [figure 2.]
Qf(’l'th P&us'?in of this with [figure 1] shows that the features of the
in the No ri; ¢ oscillation occur decidedly farther south than those
the Atlantic oscillation; but in spite of the wide difference

condit;
Ohditions there is & marked similarity in the temperature

effects, there being positive coefficients in Canada and esastern
China, and negative in eastern Siberia and the south of the United
States. In table IIT are to be found some representative relation-
ships with the eonditions in the succeeding spring and with the
previous November.

The charts for this oscillation bear further scrutiny than
Walker has given them, and his implied conclusion, from

"CORRELATION OF N. P. 0., DECEMBER-FEBRUARY
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F16URE 2.—Reproduced from Walker and Bliss (61).

the similarity with the North Atlantic oscillation, that
this one involves a general increase in circulation 18 not
well proved. A comparison of figure 2 with a chart of
the normal January pressure distribution (see fig. 9)
definitely shows that the area of negative coefficients does
not coincide with the Aleutian Low, and that the positive



area does not coincide with the North Pacific micr; in
fact the nodal line passes through the center of the Low,
and the eastern edge of the strongly positive area passes
through the center of the miga. Furthermore, tempera-
ture at Dutch Harbor, which is normally at the center of
the now, certainly indicates a displacement rather than
an intensification of the rLow. Thus the North Pacific

CORRELATION OF 8. 0., JUNE-AUGUST
WITH CONTEMPORARY PRESSURE,
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FIaURE 3.—Reproduced from Walker and Bliss (61).

oscillation represents a westward displacement of the
aicE and a northeastward displacement of the Low, which
does not necessarily involve an increase in circulation.
As regards the northeast trades, the chart indicates that
they are increased by the oscillation in the eastern Pacific,
but decreased in the western. The HIGH of western
Canada is probably best explained as a result of stagna-

8

tion, so its decrease with the oscillation is perhaps ‘;ﬁ
argument in favor of the latter being associated W
increased circulation. .

6. Numerical definitions of the southern oscillation:
In regard to the southern oscillation Walker says:

it
In general terms, when pressure is high in the Pacific chalfe;e
tends to be low in the Indian Ocean from Africa to Australia: t
conditions are associated with low temperature in both these ?T%ng
and rainfall varies in the opposite direction to pressure. Condltlfore
are related differently in winter and summer, and it is there "
necessary to examine separately the seasons December to Febrd
and June to August. e
i For the southern winter J-A the formula for the southern 08¢
ion is:

ile
{Santiago pressure)+ (Honolulu pressure) - (India rain) + (I:_Iel;
flood) 0.7 (Manila pressure) — (Batavia pressure) — (Cairo ghﬂ"
su?e; — (Madras temperature) —0.7 (Darwin pressure) — 0.7 {
rain).

“India rain” stands for the Peninsula and northWe:t
India. “Chile rain” is the mean of 9 stations betw®
30° S. and 42° S. The contemporary correlations Wk
the southern oscillation June to August are showd
figure 3. Its values are tabulated for 1875-1930, &
plotted in figure 6. of

Earlier (36) Walker remarks that “a general increﬂseo .
circulation would send up those pressures which are 2°,
mally above the general level and down those whic "
normally below it; and with this we should expect t0 (£he
the raising of pressure over the biggest sea area r
Pacific) and the lowering of it over the biggest lanli B
(eastern Kurope, Asia, and much of Africa); * *
This very general criterion for an increased circulatio® o
an exchange between the land and water hermsphetion
is to"some extent confirmed for the southern oscil® il
June to August. But the details of figure 3 bear ,ll-b]e
relation to the general circulation. There is a negh?! the
tendenc-y for the negative area to be corxcentrategi reb
equatorial and subpolar zones, and for the positive ”’sed
to be concentrated in the subtropical zones, as an incl‘e%&rb
planetary circulation would demand. Nor does the cbotb
indicate an increased monsoon circulation, for
Australia and South Africa are in the negative ares. i0r

It is best to conclude that the southern oscillatio? ot
volves opposite departures of pressure in the Indian (i,wﬂ
and in the Pacific, for which the cause is as yet unknt 1o
except that a pressure departure in any region mu® ot
accompanied by an opposite departure in another re‘fwr’a
but which seems definitely established. Besides W £ho
suggestion of a generally increased circulation Wit} o
oscillation, the only explanation he has offered S el
propagation of waves from South America or the Ant8q.
(36), for which the evidence is very inadequate. hioh'
sociated with the oscillation are a numger of details W_ "ol
though unexplained, are of great importance becf“l?s;iﬂ
their regular repetition with the oscillation. The ﬁlfe 3
the westward displacement of the Asia Low (ﬁg'i- the
shows the nodal line passing through the center 0% s
Low) and hence of the India monsoon, resulting 11 al];ef
rain in India and Abyssinia, and less in Burma. 500%
never mentions this obvious displacement of the mor eatqf
but considers excess rain in India, etc., as due to 8 gﬁemll
intensity of the monsoon as a whole. Another 5000
shown by figure 3 is the decrease of the winter mOnTbﬁ
of Australia (and of South Africa to a less extent)- w0
combines with the westward shift of the Asia L9 Jis
decrease the monsoon system extending from AU® od ¥
to China; the rainfall of this region will be discus®
the next chapter. per t0

The formula for the southern oscillation Decel?



Fe .
areb I‘gl}ary Involves the following centers; the ‘“A centers”

0.7 SiVen unit weight and the “B centers” a weight of
e sign with which each enters the formula is
d in the last column, which gives its correlation
© resulting oscillation. The contemporary cor-
S with the southern oscillation December to Feb-

\
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wi ate
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FIGURE 4.—Reproduced from Walker and Bliss (61).
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I&teg ‘f?)re shown in figure 4. Its yearly values are tabu-
Thig - 1882-1930, and plotted in figure 5. )

the gggy_cCillation in December to February is essentially

tivg p;ne s 1n June to August but the positive and nega-

83 we essure areas are somewhat shifted. South Afriea,

Amer‘c a8 Australia, is now strongly negative, and South

e “ng% 18 neutral instead of strongly positive, so the

local Inm these two continents follows the change of the
Onsoon tendency. The westward extension of the

positive area has retreated, so that Manila is in the strong
negative area, although the South Pacific miem is dis-
placed decidedly westward.

A centers
Samoa pressure. - - oo 1891-1929 0. 84
Darwin pressure_ oo 1882-1930 —. 90
Manila Pressure . - oo 1887-1928 —. 86
Batavia pressure. - - oo e mmee 1882-1930 —. 74
Southwest Canada temperature (Calgary, Ed-

monton, Prince Albert, Qu’Appelle, %Vinni—

PRE) e e mmm——m i ———————— 1885-1029 —. 74
Samoa temperature. .. oo 1890-1930 —. 76
Northeast Australia rain (Derby and Halls Creek

in Western Australia, 7 stations in North

Australia, 20 throughout Queensland). ._____ 1882-1929 .82

B centers
Charleston pressure. ... - .cocemcocomocao- 1882-1930 .52
New Zealand temperature (Wellington, Dune-

Ain) o o e m— e 1882-1930 . 60
JavVE TaIN . o oo 1882-1930 .62
Hawai1 rain (12 stations). - oo 1886-1930 .62
South Africa rain (15 stations, Johannesburg the

most northern) .o - o oo 1882-1929 . 56
Northwest India pressure (Lahore, Karachi)... 1882-1930 —. 68
Cape Town pressure. .- oo 1882-1930 —. 66
Batavia temperature__. . ________.______ 1882-1930 —. 62
Brisbane temperature. . oo oL .. 1887-1930 —. 60
Mauritius temperature_. .o oo . 1887-1930 —. 60
South America rain (Rio de Janeiro and 2 sta-

tions south of it in Brazil; 3 in Paraguay,

Montevideo; 15 in Argentina, of which Bahia

Blanca is the southernmost) - - .. ____ 1882-1930 —. 62

VARIATIONS OF THE SOUTHERN
OSCILLATION, 1875-1930

T T T T
WINTER ( JUNE-AUG.)

1875 '80 ‘85 '90 ‘95 1900 '05 ‘10 ‘15 20 25 30
T T T T T T
FOLLOWING SUMMER ( DEC.-FEB.)

} .

Lt
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1880-81 1890-91 1900-1901 1910-1% 1920-21
F1GURE 5.—Reproduced from Walker and Bliss (61).

AL L1xg

1930-31

It is difficult to find any suggestion of an explanation
for a close connection of temperature and pressure in
North America with the southern oscillation, so it seems
to me a mistake to include these, as well as Hawaii rain,
in the definition of the osciilation.?

The positive entry of New Zealand temperature in the
formula for December to February is worth mentioning,
because the temperatures of Brisbane and Samoa nearby

? [ commenting on this report, Walker writes, ‘I think that the relationships of world
weather are so comnlex that our only chanee of explaining them is to accumulate the facts
empirlcally: we know now that it was impossible to explain cyclones (Lows) until data
of the upper air conditions were available, and there is a strong presumption that whcnr
we have data of the pressure and temperature at 10 and 20 km. we shall nd 4 nulfxber (:i
new relations that are of vital importance. Ido not think that anyone would hinl‘:ec'i)uess; 1
that while Darwin pressure of June to August has a coefficient of - 0.68 w‘t b de Iczee
temporary southern oscillation, Manila has ono of +0.66; but such are the “}cgbgsbi ]
no justification for refusing to use them. The empirical evidence of the rela fon rppm_d
North Amcricaln tgmp%rnn;re laxad t1l:]lawallfm;n S(icnt]; t(?s ﬁfn?%;srafégzgysﬁi remmgked
myself as logically bound to include them as {actorsin the .
thﬁ, as exr%erien);o shows, omitting them would"nmke no appreciable difference to the
geries expressing the variations in the oscillation.
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enter negatively in accord with the general lowering of
tropical temperatures with the southern oscillation. This
is due to the increased pressure gradient from the Australia
summer Low to the South Pacific BHIGH, accompanied by
stronger northerly winds in the New Zealand region.

The rainfall centers entering into the formula will be
discussed in the next chapter. o

Walker gives the correlations of the three oscillations
between themselves and with sunspots. The following
are the four coefficients larger than 0.2: The North Pacific
oscillation December to February has coefficients of
—0.52 with the southern both in the same quarter and in
June to August before. The southern oscillation Decem-
ber to February has a coefficient of 0.84 with itself and
0.26 with sunspots in the preceding June to August.

CORRELATION OF 5.0, DECEMBER-FEBRUARY
WITH PREVIOUS JUNE-AUGUST
TEMPERATURE AND RAINFALL
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FiaurE 6.—Reproduced from Walker and Bliss (61).

Thus the southern oscillation has a strong persistence
from southern winter to suminer, and this effect extends
into the North Pacific and affects conditions there in
northern winter. The North Atlantic oscillation is
markedly independent of the others, the largest coefficient
being —0.12 with sunspots June to August before.

One of the most natural inferences to draw from exceptional
persistence of a seasonal temperature is that it is controlled by an
ocean temperature; for example, there is an r of 0.94 between Samoa
temperature December to Febrqary and March to May, 3 months
later. Further, if, as here, there is & very marked difference between
the behaviour of December to February and June to August it is,
as Hildebrandsson remarked, natural to look, not in the equatorial
region where temperatures do not vary greatly from year to year,
but in & region where there are very marked differences; and a likely

place therefore is in the seas around the Antarctic continent, Wherg
variations in the quantity of ice and the temperature of the wate
might be the dominating influence. Some support is given t0
jdea by the very short series (5 years) of data from MecMur r
Sound, of which the pressure for the quarter September to Novembe11
has r’s of —0.76 with the previous June to August of the gouthe¥
oscillation and —0.78 with the succeeding December to Febl‘ufmg
of the southern oscillation; but the contemporary June to Aug‘wn
pressure has only —0.04 with the June to August of the souther
oscillation. The temperature variations at MeMurdo Sound ? 1
not so closely related. However, the figures show no indic_a'ﬂlo
that the pressure or temperature of McMurdo Sound is physic 1o
prior to the June to August of the southern oscillation, and the
relations are not nearly as close as those of regions in and near the
tropies; also the charts show that the series of 22 years from 3
South Orkneys and South Georgisa, of 30 years from Punta Aren‘?‘si
and of 31 from Cape Pembroke cannot be regarded as influentl A
in this respect. It must be admitted, therefore, that if soﬂ;t
Antarctic factor dominates the southern oscillation it has not ¥
been found.

7. Noncontemporary correlations with the southern oscille
tion.—Walker’s tables IV, V, VI, VII, IX give so®®
correlations of previous, contemporary, and subsequen6
conditions with the southern oscillation, and figure,
shows its correlations in December to February W
temperature and rainfall in preceding June to August. .

Table 1 gives the relations of the southern oscillatio®
to ocean temperatures in 14 ten-degree squares an: th
%ackﬁice at the South Orkneys and icebergs in the So!

acific.

Jatio”

TaBLE 1.—Correlations (multiplied by 100) of southern oscil iher

with sea~waler lemperaoture and amounts of ice (“World Wed
V,” table VIII)

8.0,7-A 8. 0., D-F
Aren gg‘;ngf Before |Con-| After Before | Con- {s“toef
years . 0. temp.| 8.0, 8. 0. |jtemp. - -
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DF (M-M| J-A &N |DF |54 [s5 | D | MM 72
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.
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Iceberge 8
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In table VIII some of the series contain only 12 years and c&; 1339‘

give more than rough approximations. In the Atlantic the bl 108

relationships are with the last two squares, and the di ]l'gnger
between the coefficients of these adjacent areas show thab



gerj .
Sries are desirable.

Squareg In the Indian Ocean, however, the first four

the squl to the south of Ceylon, are in fair agreement and show that
ary uthern oscillation in the relatively inactive December to Febru-
La,stige“‘)d produces a marked negative effect on sea temperatures
angd I\%fmj half a year, just as it does on air temperatures at Mauritius
anila, *° * ¥
[ﬁgl[llr the_ Pacific the first square, enclosing Honolulu, agrees with
Dosi tie in having a negative coefficient and with [figure 4]in having &
the p;’e. one. For the negative coefficients in the centre and east of
Yemiy dclﬁc down to latitude 30°, shown in [figures 3 and 4] we are
SOuthe ed of the cold Humboldt current and of the relatively cool
Ingpeg ast and east-southeast winds blowing from over it, so that an
esed circulation might furnish the explanation.
a foncludmg lines of table VIII confirm the previous impression
in inaé though a strengthening of the southern oscillation produced
ang 5 er a decrease in the number of icebergs at the South Orkneys
thege D increage in the number of icebergs in the South Pacific,
on'gineﬁ’ects are not big enough to justify a theory that the physical
tion ofof the southern oscillation lies in the Antarctic. The associa-
hagq pr. arge numbers of icebergs with abundant rainfall in India
¢viously been noticed.

After

Sough, discussing the pronounced persistence of the
Fob, ern oscillation from June to August to December to
Uary, Walker says:

But
eﬁic;gl,:f we look through tables IV, VI, VIII, IX for all the co-
Bhadow.s numerically exceeding 0.40 giving a half yearly fore-
thoge b‘ng of the southern oscillation of June to August, ignoring
Supeg ased on fewer than 30 years of data, we only find the pres-
0_50)0f India (Calcutta, —0.48; Allahabad, —0.44; Rangoon,
Seaggy l\fnd the rainfall of Southern Rhodesia (—0.46). For the
Some g arch to May immediately preceding the southern oscillation
in tab] ditiona] relationships with pressure and temperature are given
the prees Vand VII. The corresponding factors exceeding 0.40 are
the “tossures of Batavia (—0.54), Samoa (10.58), Santiago (+0.48),
Himal Mpergtuyre at Dutch Harbor (—0.42), and in May the
ayan snowfall (—0.46) and the height of the Ganges (—0.50).

orm 717&6 secular variation.—Of the centers used in the
frop 226 above, the secular change has been eliminated
0.1, tose whose coefficients with time are greater than
Mgy}, 1s is done by taking departures not from the
Blotteq ut from the straight line giving best fit to the data
arg \, against a time scale. These reduced departures
las: USed both in computing the oscillations and in corre-
ese centers with them. Walker nowhere states

-~

thzﬁ-,lg th
Ceng g‘e secular change has been eliminated from the other
Waﬁ(’ S0 we must assume that it has not.
g ¢egy 8r’s two reasons for eliminating the secular changes
Toglit at there often is little cause for believing in their
lyggit! and that they are ‘of little interest in the present
_Annallgatlon.” In light of Scherhag’s investigation (1936,
Wepg en der H. und M. M., p. 397) showing a continuous
Hor.08¢ of the prevailing westerlies in the Northern
be SmSDIhel'e during the last 50 years or more, there can
W&Ik “,1 doubt of the reality of the secular changes since
limsCl’s agree with those found by Scherhag. By
la“'ger ating the secular change Walker has eliminated the
North part of the change of general circulation in the
gy oot Hemisphere, though the resulting oscillations
Waﬁllve 2 better picture of the year-to-year changes,
h&g’s S‘el‘ 8 oscillations do not agree closely with Scher-
fingg ecular change in circulation. In particular Walker
-Nﬁrthl}? correlation between the North Atlantic and
Neregg acific oscillations, while Scherhag finds an equal
the g;oo 10 circulation in both oceans. One solution of
Al Srepancy is that the secular change and the North
tig %fh.osclllation both represent an increased circula-
dlsDiac le the North Pacific oscillation represents a
9. poment with no increase of the circulation.
Ina,ry tqu‘her remarks on world weather—Walker’s sum-
0 “World Weather V"’ is:
e((l)'r%fe t& form more definite ideas regarding the oscillations
S of ﬁgmeorth Atlantic, the North Pacific, and the southern
s have been derived to express the variations of each,
ese have been obtained their relations with pressure,
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temperature, and rainfall over wide regions as well as the relations
of the three oscillations with each other and with sunspots.

The southern oscillation in the southern winter is found to be
extremely persistent, and its departure has a correlation coefficient
of 0.84 with that of the following summer, thus providing a basis
for foreshadowing seasonal conditions. The effects of Antarctic
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F16URE 7.—Reproduced from Walker (64).

conditions and of ocean temperatures are considered, but a satis-
factory physical basis for the oscillation has still to be found.

A subsequent paper by Walker (64) is essentially a
review of his own and of others’ work, but it econtains
some new and interesting charts, reproduced here.
Figure 7 shows that the orth Atlantic oscillation has
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only a small persistence from December to January,
which is further evidence that this oscillation can be only
a secondary tool in forecasting. Figure 8 shows the cor-
relations between December to February pressure, tem-
perature, and precipitation, with the preceding June to
August value of the southern oscillation. Thus they

ive the degree to which these elements may be forecast
gom the observed oscillation, assuming that the coeffi-

CORRELATION OF S. 0., JUNE-AUGUST WITH
FOLLOWING DECEMBER-FEBRUARY
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F1GURE 8,—Reproduced from Walker (64).

cients will hold reasonably well in the future. Since the
coefficients are in no way chosen for their large size, but
merely result from the definition of the oscillation which
was arbitrarily chosen to give the best contemporary
representation, there seems to be no reason for doubting
the validity of this assumption. On the temperature
chart there are 87 coefficients based on 30 or more years’
data; I have tabulated below the number of these in

each magnitude group, without regard to sign. Tlfg
number of high coefficients is much greater than wou
be given by the normal distribution for chance coefficients

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0'20
6 2 7 2 5 3 3 6 2 5

0.22 0.24 0.26 0.28 0.30 0.32 0.34 0.36 0.38 0.40 O'gz
0 2 2 2 0 3 2 6 1 1
64
0

0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60 0.62 0
1 4 3 0 1 1 2 2 3 1

0.66 0.68 0.70 0.72 0.74
0 1 0 1 1

The temperature chart shows a large ares in West"n;
Canada with coefficients of about —0.6. In the sa™®
area the precipitation chart gives values of about 0'15
while in the central United States it gives values I
about —0.35. The rainfall coefficients would prob_flby
be larger if regions were used instead of individual statio®®

10. Periodicities.—Brief mention should be made beF
of Walker’s three papers on periodicity (42, 47, 54)&
The first two are largely, and the last entirely, concerﬂer
with the statistical theory of periodicity; in this chap®
onlIy the meteorological applications will be discussed-

n the first of these Walker says:

The patural oscillation which appears on physical groundstig?
have most likelihood is that of 2 years’ period in the North Atlﬁﬂl 4
reversal in alternate years is suggested in the data of ice as W61877
of temperature and pressure, especially during the years from find
to 1903. Using the pressure data of Iceland as an index We 1877
that correlating each year’s pressure with the next gives from - ,¢
to 1903 a coefficient of —0.26; but from 1903 to 1923 the coefﬁcl.ent
is +0.48, and for the whole period from 1877 to 1923 the coefﬁ"‘ﬁrg
is —0.02 with a probable coefficiens as large as 0.08 due to P
chance. Hence the evidence for a 2-year period is inadequate- ,
He treats Darwin pressure in more detail, giving & co;
relation table for each quarter with various later quart?
for the period 1882-1923. For all quarters he gets—

Years later: 1% 1% 2 2% 2% 2% 3 35‘5
Correlation —0.10 —0.12 —~0.12 —002 0.12 020 0.24

3% 3% 4 4% 4% 4% 5

0.16 0.12 004 002 0.00 0.0 0.10

iné
The probable value of the greatest of 15 chance coefficients belt%r
0.15 it is unlikely that luck would produce four amplitudes 8¢

than this, with two of them 0.24 or over. ot
The applications in the second paper are basedﬁrsg
Brunt’s “Periodicities in European I\)7‘7eather.” He 2 0.
discusses the rainfall of Milan, for which Brunt had ”n35
lyzed 90 periods exceeding 12 months but not Overbuﬁ
years. Of these Walker finds 75 to be independents ol
none of the amplitudes are as great as the probable £r° od
est to be expected from a random series when ans y fgb
for 75 periods. Similarly for Padua, London, Edin.budgs
rain and Edinburgh pressure Brunt’s greatest amplity
are about what would be expected from chance; for £ .,
pressure the amplitudes are about 50 percent gré% o
The greatest amplitvdes for temperature in six cit1® “s4
all larger than the most probable ones due to chance- fv®
Stockholm the greatest not exceeding 10 years 15 ;g
times as large, with an amplitude of 1.24°C. This ! 98
period of 12} months (which, according to Brunt’ths),
two independent periods between it and 12 mol .,
which is also the most pronounced one at London, * e
and Vienna. The following temperature periods als0 > s
amplitudes appreciably larger than the largest oy
one: 13 months at Edinburgh, Stockholm, LondoBs - s
lin, Paris; 23 years at London and Edinburgh; 17} ¥
at London. 769
Even if the above periods are real, as Walker beli®’po
them to be, the amplitudes are all too small for ther?
useful in forecasting.
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III. CLIMATOLOGY

briIt 1s well to digress at this point in order to describe
£ ily some of the climatological details, especially rain-
. Of the tropics and of the southern hemisphere which
foll elp in understanding the preceding chapter and the
OWing one.
tia] orld charts of normal Bressure distribution sre essen-
for this discussion. Charts for January and July
runt’s “Meteorology” are reproduced here as
8ures 9 and 10. Convenient monthly hemisphere charts

Stations within this range experience two rainy seasons

annually, while stations outside have most of their rain

in summer. Thus rainfall at Lake Victoria has maxima

in April and in November, while a single maximum occurs

farther south in Nyassaland and Rhodesia in January or

Eebruary, and farther north in Abyssinia it occurs in
ugust.

The relations with the Nile River should be mentioned
here. The White Nile has its source in Lake Victoria, but
the level of the lake is so constant that the river does not
vary greatly. The Blue Nile comes from Abyssinia, and
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FI1GURE 9.—Reproduced from Brunt’s Meteorology.

A8 otvan
&n gln‘lfen In Shaw’s “Manual of Meteorology,” volume II,
for th onthly Mercator charts in “A Barometer Manual
' Use of Seamen.”
two " ropics.—The normal tropical regime consists of the
borjy) a le wind zones and the intervening zone of equa-
by Steaca ms (doldrums). The former are characterized
Weathe ¥ winds with a large easterly component and clear
hoWever' The latter contains the therma. equator (which
temperl‘ does not, usually coincide with the highest surface
Taiy u&ture} and is characterized by much cloudiness and
f the ® to intermittent rising air currents. The center
Inggy Ocu m belt lies somewhat north of the equator in
Tang, Ogglgudes and migrates annually over a latitudinal
5°~10°, following a month or two after the sun.

the summer rainfall there determines the flood of this river
as well as of the Nile proper.

In most tropical regions, however, the theoretical trop-
ical regime associated with a planetary circulation does
not prevail. There are two important factors which may
outweigh the normal tendency, the first being orographic
features. Steep eastern slopes receive most rain when
the trade winds are strongest, instead of during the calm
season.

2. The India monsoon.—The second important factor
is the monsoon. This exerts an influence near the coasts
of all continents, and is the dominating factor In the
Indian Ocean because of the large land masses of Asia,
Africa, and Australia, each of which has its monsoon.
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The winter monsoon of Asia, which is due to the intense
continental winter miGH centered at 40° N., merely
strengthens the normal trade wind regime in the north-
ern Indian Ocean. During this season the Indian Penin-
sula experiences dry easterly winds. In northern India
the prevailing wind is westerly and there is some precipi-
tation accompanying the passage of winter depressions
from west to east. (See 25). At many stations these
cause a secondary maximum in the annual precipitation
curve which is of great importance to agriculture. Most
of India has three seasons, of which this is the first.

The second is the hot season which occurs in early
spring before the advance of the southwest monsoon.

is south and continues up the Ganges Valley from the
southeast. The monsoon wind and rain reach southern”
most India and Ceylon during the last week of May:
Bombay and Caleutta early in June, and most of north
ern India by July first. The southwest monsoon is 1101
particularly strong or steady, but is of large horizont?
and vertical (over 3 kilometers) extent and carries nort?”
ward an immense quantity of warm moist air. This mols”
ture is precipitated in great quantities as orographic rai?
and to a lesser extent over the plains in convecti?®
showers. 1

Although the general picture is given above, the norm#
annual amount and time of maximum rainfall are quit®

resramnscer=®}
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F1GURE 10.—Reproduced from Brunt’s Meteorology.

During this period the summer Low is forming in north-
west India and Afghanistan.

The third is the rainy season of the southwest monsoon.
The southeast trades in the southern Indian Ocean are
uniformly intense throughout the year, the belt of trades
being only a few degrees further south in southern sum-
mer than in winter. In winter they extend northward to
the equator and from there gradually curve eastward and
continue as the southwest monsoon, so that no equatorial
trough exists in the Indian Ocean in this season. In the
Arabian Sesa and over the peninsula the monsoon blows
from the southwest, but in the northern Bay of Bengal it

\1
different for the 33 rainfall divisions of India. Greatef)f
rainfall occurs on the mountains along the west cPﬁsheg)
the Peninsula (Konkan, 108 inches; Malabar, 100 in¢ s)i
and on those of eastern India (Lower Burma, 126 ln"l}lergs
least occurs in the central and eastern Peninsula (M.’L 169
Deccan, 25 inches) and in northwest India (Baluc,hl?du@
8 inches); the figures are annual values. Indiv
stations would show much greater differences. Jie8

The region ‘“India Peninsula’’ used in Walker’s 868
covers eight divisions between latitudes 14° N. an il
N, or roughly the northern and larger part of the Pe of
sula. (See below under Forecasting.) The normal®



the. beriod June to September range from 22 inches for
sié‘]al‘&t to 93 inches for Konkan. In each of these divi-
Julns the rainiest month is July, except that the 3 months
they to September in north and south Hyderabad and
ne 4 months July to October in Madras Coast North are
arly equally rainy. (36, 37).
ra.mollthemmost India and western Ceylon have two
They seasons: April to July, and October to November.

nllgrgr st part of the spring rain comes with the northward

ecnlvfslon of the equatorial trough, and heavy rains are

itg] ed with the outbreak of the monsoon, but relatively
300, © oceurs during the second half of the southwest mon-
foun;i In October the weakenegi Asia summer Low 1s
r&ir?h In the Bay of Bengal, which accounts for the fall
the ere and on the Madras Coast North. By November
for LOow has moved farther south and spread laterally to
for the equatorial trough, but is still far enough north
in C?quﬂtorml rain to continue in southernmost India and
r&ine_ylon_. The stecp east coast of Ceylon has its heaviest
5 ' Winter during the northeast monsoon.
Ma. Afmca,:—Zanzibar has its heaviest rain in March to
°°Inyb‘ and in November. During southern winter the
Drog ned effect of the India and South Africa monsoons
sOut}lllceS prevailing southerly winds there, and during
of wh?m summer they produce northerly winds, neither
othe lch is conducive to rain, In spring and fall, on the
try]. I hand, winds are weakened and easterly, so that more
they equatorial conditions exist, which, together with
Seem&stem exposure of Zanzibar, favor rain there. There
the - t© be a conflict in the Indian Ocean region between
equa;no}lsoon tendency and a tendency toward true
uny, onia] conditions. Thus, if the second tendency is
Taiy Ually pronounced in April and May, there is more
tarly 11)&11. normal at Zanzibar and, according to Walker’s
S0y}, elief (1), the tendency would persist so that the
Mg ;. ¢St monsoon would be later and weaker than nor-
In Indig,
911ell°vembe.r to March are the rainiest months at Sey-
Just ZS Islands. During this time the doldrum belt is
caly, CUth of the islands and the winds are northwest or
type and variable. Hence the rain is of the equatorial
The § The southeast trades prevail the rest of the year.
ang Doutheast trades prevail at Mauritius in all seasons,
hag jg,o0ember to March is the rainy season. Rhodesia
°°Ilves Jainy season in summer, the rain being of the
the mcblve shower type. The moist air is supplied by
that ,;)I\SOon tendency which diverts the trade winds so
The (Dey blow from the northeast across the coast.
St a;}mmer rain of central and eastern South Africa is
p°1‘tan ttO that of Rhodesia; orographic rain is more im-
ore] \because the winds are more easterly, the monsoon
of thi%7 Strengthening the trades. The southernmost part
to the Tegion has an equal amount of rain in winter due
Afriog Po8sage of storms from the west. Western South
N has only winter rain.
twoey ‘25‘#, Indies and Awustralia.—The islands lying be-
betwee sla and Australia experience a reversal of wind
of thesn sumamer and winter according to the monsoons
OctObee two continents. In March to April and again in
4 tr(,uIil 0 November, at the change of the monsoons,
% of low pressure coincides fairly closely with the
ong” 20d flat land near the Equator has two rainy
* A good example of this is Pontianak, on the
ol T 1 western Borneo, maxima in November and
88 t a greater distance from the quuator flat land
Of the TMer rainy season of the tropical type. Much
Yajy rfln , however, is mountainous and receives its
Ing one of the monsoons, so that the distribution
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of rainfall throughout the islands is very complicated.

In most parts of Java the rainiest month comes during
December to February, and this summer rain is largely
of the orographic-monsoon type. The winter monsoon is
much drier at Java because 1t blows Equatorward and has
had only a short path over water from the dry continent
of Australia, and is also weaker, so it gives little rain.

Further east the southeast monsoon is no longer dry
because it comes from east of Australia. Amboina has
rain maxima in both December and June, Makassar in
January and June, the latter maximum being much
greater in both cases. On the other hand Menado has a
single maximum in January, so it must be sheltered from
the southerly monsoon, the June to August rain being of
the equatorial type.

Siam has wet summers and dry winters, with maxima
in May and September. This rain seems to be largely
of the equatorial type, like that of Ceylon, and is lessened
during the height of the southwest monsoon.

The Philippines are under the influence of the northeast
and southwest monsoons. The rainfall comes in sum-
mer or in winter depending on the orographic conditions
of each locality. North Borneo has a similar climate;
maximum rain occurs at Sandakan in July.

The Australia summer Low, which may be called a
southward intensification of the equatorial trough, is
centered on the northwest coast and from Darwin east-
ward the northwest monsoon is the most frequent wind.
During this season the trades in a central zone are in-
tensified by the monsoon circulation, and on the east
coast of Queensland appear as a northeast monsoon.
The south coast extends into the westerlies. In the rain-
fall region “northeast Australia” the rainy season is
December to March and is definitely associated with the
summer monsoon; the winter is very dry except in south-
ern Queensland. The winter HIGH is centered somewhat
south of the middle of Australia; the northern and larger
zone then experiences the trades and the southern zone
the westerlies.

As mentioned before, pressure in Australia has a
negative correlation with the southern oscillation in
both seasons. Thus, while the summer monsoon is
strengthened, the winter monsoon is weakened, which is
accompanied by an increase in southern Australia rain
due to a northward extension of the storm tracks. This
combines with the decrease of the summer monsoon in
the China region to produce a partial replacement of the
monsoon by normal equatorial conditions, resulting in
higher temperature in northern Australia and Papua and
more rain at Pontianak and Menado and in Siam (fig. 3).
The area of excess rain includes Amboina, whose June to
August rain was stated to be of the monsoon type, so
this station does not fit into the scheme. But the Philip-
pines, whose rain is more definitely of the monsoon type,
form a strong negative area. In December to February
on the other hand, as shown by figure 4, monsoon rains
are increased and equatorial rains decreased in this region.

5. Pacific Ocean.—At Hawaii the trades prevail in
summer, but in winter they are often interrupted by the
westerlies. In general the maximum rainfall comes in
winter during the westerlies, although the trades give
orographic rain in all seasons and in summer the west
sides of the islands receive convective rain. The increase
of winter rain with the southern oscillation is evidently
associnted with a southward displacement of the Alcutian
row and a closer approach of the storm tracks, which
agrees with the opposition between the southern and the
North Pacific oscillations.
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Ocean and Malden islands lie in a longitude where the
doldrums are usually lacking and the trades prevail
throughout the year. This evidently prevents the normal
equatorial type of rain from occurring, with the result
that the annual rainfall is only about 50 centimeters,
though more seems to fall on the ocean. Occasionally
the trades must break down, for Malden had 125 centi-
meters in 1900 and 161 centimeters in 1905. In both June
to August and December to February the southern
oscillation must increase the trade winds here, although
this tendency is only faintly indicated by figures 3 and 4.
Increased trades are not only prejudicial to rainfall, but
also give lower land temperatures by counteracting the
high insolation, and probably also lower water temper-
atures.

A thousand miles southwestward, at Samoa and Rara-~
tonga, the climate is entirely different. These are under
the remote influence of the Australia monsoon so that
the trades, which prevail the rest of the year, are often
interrupted in summer, and the northerly monsoon com-
ponent maintains nearly constant high humidity. The
rainfall, which is heavy, is of the normal tropical (con-
vectional) type with maximum in January and February
while temperature is highest in December and March.
With the southern oscillation in both seasons the monsoon
tendency gives more frequent interruptions of the trades,
allowing more rain. In summer the increased rain is
accompanied by lower temperature.

6. South America.—In South America there are three
rainfall regions which need to be considered. The first
of these is Chile, which has decreasing winter rain from
south to north, and also summer rain in the southernmost
part. The winter rain is due to the passage of storms in
the belt of westerlies, of course aided by the orography.
Walker’s region *“Chile rain’ lies in the northern part of
this belt, so its decided negative coefficient with the
southern oscillation June to August probably indicates a
southward displacement of the storm tracks. The ex-
tension of this negative region to Punta Arenas (fig. 4)
does not seem consistent, as this station must lie near
the axis of the storm tracks, o

The role of “South America rain” is not clear. The
moist air for this rain must be brought from the tropical
Atlantic by the tendency toward a summer monsoon in
South America. Pressure is neutral in South America
in the zone of sub-tropical high pressure with the southern
oscillation December to February (fig. 4). There are no
coefficients for the Atlantic in this zone. However, if
the latter region is negative, as seems probable from the
surrounding distribution, the oscillation involves a de-
crease in the monsoon gradient and hence would account
for the decreased ‘“South America rain.”

In Ceara (Fortaleza and Quixeramobim) the southeast
trades prevail at all seasons. The rainy season is from
February to June. Hann suggests that this fall rain is
due to the land temperature being lower than the water
temperature, but this seems to be an entirely unsatis-
factory explanation.

1Vv. FORECASTING THE MONSOON RAIN OF INDIA

1. Early forecasting.—During the first few years Waller
was in India he advanced the forecasting procedure to the
point where the following factors were considered
mmportant: .

(a) Late and heavy snowfall in the north and west of
India had long been considered prejudicial to the following
monsoon. The accumulation at the end of May in a

locality not defined in detail was tabulated by Walker ((12)
table 1) for 1876-1908, on & numerical scale of departures
ranging from ~—2 to 3.

(E) Heavy April-May rain at Zanzibar and Seychelles
is prejudicial. )

(¢) In South America ‘“the pressure departure assocl”
ated with an abundant Indian monsoon is strongy
positive during the monsoon and decidedly positive 10F
some months previous to June,” (12). )

(d) High pressure in spring in and around the Indisd
Ocean, particularly in Mauritius and Australia, was
considered prejudicial.

(¢) High pressure in Indis during the previous calendsf
year was at first considered favorable, but the correlatio?
Tell to 0.17 for 1865-1908 and was abandoned (12)
Giving the first 10 years two-thirds weight, the sam®
coefficient became 0.25 for 1865-1912, so it was furthe’
studied (26). ¢

(f) Winds observed by ships in the equatorial part ©
the Indian Ocean in May give indications of the advanc®
of the monsoon.

_ (g9) The monsoon rain in Abyssinia starts in May, Sg
its departure from normal in time of setting-in and strqngtll
may be expected to hold for India also. This raini®
information is supplemented by the height of the 1'\1110'

Memoranda_ have been issued every year, I belie?®
from 1904 to the present, on about June 7 concerning b ”
monsoon rain of June-September, and on about August 0
concerning the monsoon rain of August—September. Thd
above factors as observed up to the last of May were HS"’TS
in the June forecast, and in general the same fact® "
extended to the last of July were used in the Aug?
forecast. '

The first regression equations published by Wﬂlkgo
(4, 5) for the prediction of the monsoon rain in June, o
September and in August to September need not be d}ae
cussed here. The first of these was soon replaced by * of
“formula of 1908’ (12). This formula is for the whole ¢
India, the rainfall departures being the mean of the PT
vincial departures weighted according to their areﬂsae_
provincial departure being the simple average of the ¢
partures at all stations in the Province. These departUl
are tabulated for 1841-1908 ((11), table 1), but are un®
liable before 1865. The formula is: 2
(rainfall) = —0.20 (snow)—0.29 (Mauritius pressure May) +0-

(South America pressure) —0.12 (Zanzibar rain April to MB'Y’ ) g
“South America pressure’” is the mean of Buenos An'@ré
Cordoba, Santiago; the months March, April, May i”nt
weighted %, 1, 1, respectively. Here, as in subsed”’,
formulae, quantities in brackets are proportional deP’ 4
tures (ratio of departure to its standard deviation), &
the formula is based on the following coefficients:

. ved
In regard to snow in northern India, it was early b"hf;,g,l
that an unusually large cover in late spring led tol abe
high pressure, with dry northerly winds that wow¥ f

prejudicial to monsoon rainfall. But the coefficie? Z 70
snow with South America and Zanzibar are of the 5g
magnitude as those of the latter with the monso0™
snow, like these other two indices, must at least 1%
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Slve Information of the character of the general circulation
all?h will later produce the monsoon rain. We have seen
sOuthSOUth America pressure is representative of the
ingj ern oscillation, and that Zanzibar rain prob_ably
lati ocates the degree of development of the monsoon circu-
Wlntn' Similarly late snow indicates a persistence of
op er conditions and a weakened tendency toward devel-
Ment of the monsoon.
my ® average number of years of data on which the for-
%eﬁai §lb0v_e 1s based is 80, and the multiple correlation
of thme'nt is0.58. The correlation between the predictions
(35) e formula and the actual rainfall for 1909-21 is 0.55
Ty wror 1909-27 it is 0.56 (51). )
ing Walker’s 1914 paper (26) he discusses, besides the
Mauence of previous pressure in India, the influences of
spity temperature in India and of Antarctic icebergs. In
esD:-Of the expectation that high spring temperature,
Onclally in northern India, would cause a well-developed
anmsOOn, no relation was found. The ice data give the
the é‘ﬂ number of bergs reported in the South Indian,
Seriq outh Atlantic, and the South Pacific during a broken
ico 5> Of years from 1885-1912. No relation is found for

Vic-II} the Indian Ocean, but years of many bergs in the

in ity of Cape Horn were usually years of high pressure
Sine Outh America and heavy monsoon rain in India.
of be these relations are for contemporary calendar years
fore ergs and pressure, they do not necessarily have any
in (oosting value. Table 1, however, shows that icebergs
Telg t'e South Pacific, December to February, have a cor-
to oon of 0.38 with the southern oscillation in December
AyoroPruary and 0.28 with it in the following June to
&n;;llst, Ice conditions were not taken into account in
of the forecasts.
Wity he 1919 Formulae.—A beginning was made in 1913
ing the examination of the factors which might deter-
@5) the geographical distribution of the rainfall in India
N op q The results are given in Walker’s paper of 1922.
I gor.or t0 study the effect of previous pressure mn India
Yepre all, India was divided into 16 pressure districts, each
iveSSented by 3-18 stations. Table II of the paper
distyg the coefficients of May pressure in each of these
TN °ts with the monsoon rain (June to September) in
tablg of the 33 rainfall subdivisions for 1875-1913. The
with, 13}50 gives the coefficients of the rainfall subdivisions
ot M 2y pressure of India as a whole, with May pressure
Amer?untms, and with April and May pressure in South
ang 1ca (Buenos Aires, Cordoba, Santiago) for 1875-1913;
aywlfz snow accumulation at the end of May, with
With Tam at Zanzibar and at Seychelles (both 1891-1913),
atn ay rain in southern Ceylon (Galle, Kalutara,
J&vaal‘)}ll‘&, 1875-1918), and with the previous rain in
Fop,.,. sum of the monthly percentages from October to
poary,” 1880-1919).
e’ltireei coefficients with the pressure districts are mostly or
f&ct o Y insignificant, but the coefficients of the external
fop- 'S With the rainfall subdivisions made it possible to
Togg dWO large regions such that each is homogeneous as
8 forecz_msting. “Peninsula’” consists of Gujarat,
con Provinces (2 subdivisions), Konkan, Bombay
Wegt I‘P: Hyderabad (2), Madras Coast North. “North-

(9) " p2dia” consists of United Provinces West, Punjab
(2) “+ashmir, Northwest Frontier Province, Rajputana
frgy, 2@ subdivisions are weighted according to their

thyy ” ®Xcept that Pupjab Southwest is given only half

W‘l"elght.
(Som?hker determined the formula, (Peninsula)=0.44
the }, America) —0.29 (Zanzibar) —0.41 (Java), on
8818 of the coefficients:

2 3 4
1, Peninsula rain, June to September.. . .. cccmooceucaamonmnnt 0.47 | —0.48 | ~—0.45
2. South America pressure, April and May (1875-1919). ... }.cooooot - 20 .07
3. Zanzibar rain, May (1891-1010) L. oo rmecmea]neeen e .24
4. Java rain, October to February (1880-1919)...__.... . -

Similarly for northwest India, (Northwest India)=0.35
(South America) —0.21 (snow) —0.14 (Zanzibar) —0.13
(Ceylon):

2 ] 3 4 5
1. Northwest India rain, June to September. ... _..... 0.50 { —0.38 | —0.24 | ~0.20
2. South America pressure, April and May (1875-1019) .. |......- -3 —-.20] —. 41
3. Snow accumulation (1876-1919) .« ue cmcc i menrmmnemn ] mnaas .21 .15
4. Zanzibar rain, May (1891-1919) ..o cvciciamnne]|mmmnc | e -.07
5. Ceylon rain, May (1875-1919)..... cafemcann|ecoacmns]cnannaa

The multiple correlations for these two formulae are
0.73 and 0.57, respectively.

It will be noticed that Mauritius May pressure does not
enter into these formulae, for its coefficient fell so that
with Peninsula rain it was only —0.21 for 1875-1919.
Although the southern oscillation June to August has a
coefficient with Mauritius of —0.56 in June to August and
—0.27 in March to May, which seems to account for the
weak relation between Mauritius and India rain, one
would naturally expect high pressure at Mauritius to be
sssociated with well-developed southeast trades and
monsoon, and hence excess rain in India. Thus the
physical connection is not clear, and Mauritius does not
seem 8 reliable indicator for India rain. Nevertheless
it is used in the formula for Malabar.

The snow accumulation at the end of May in northern
India is naturally most important for northwest India
where it has some direct effect, its coefficient with Penin-
sula rain being only —0.16 for 1876-1919.

Walker has attempted no explanation for the connection
with Java rain. Java has a coefficient of only —0.12 with
the southern oscillation in following June to August, and,
although it has 0.62 with the oscillation in December to
February, the latter has a persistence till June to August
of 0.20.  From another point of view, heavy rain in Java
indicates a strong northerly monsoon, and it may be
reasonable that a strong northerly monsoon should be
followed by a strong southerly one in the same region
(slightly substantiated by coefficients with Java rain of
0.18 for Darwin pressure June to August 1882-1921, and
0.09 for Upper Burma rain June to September 1880-1919),
and hence a weaker monsoon in India since there is
evidence that in June to August the strongest part of the
monsoon is often shifted either eastward or westward.

It has already been indicated that Ceylon rain is largely
of the equatorial type, so it is reasonable to find it asso-
ciated negatively with the rain of most of India.

Tor forecasting in Upper Burma Walker found:

1. Upper Burma rain, June-September.
2. India pressure, May (1875-1919) . . . o cceeenrnn
3. South America pressure, April-May (1875-1919)
4, Seychelles rain, May (1891~1019) . ouoccuncimmcmmmcnacmeanen

(Upper Burma)=0.43 (India) —0.18 (South America) —0.63
(Seychelles.) .
The multiple correlation is 0.67. This formula is
logical if the southern oscillation represents a westward
displacement of the monsoon, resulting m subnormal rain
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in Burma when India has an excess. Walker says that
Seychelles is far enough east to be In the path of the
monsoon winds destined for Burma, and so gives the same
indications for Burma that Zanzibar gives for India.
The June to August rains of Zanzibar and Seychelles have
coefficients of —0.24 and 0.22 respectively with the south-
ern oscillation.

Walker cives similar formulae for the summer rains in
the subdivisions of Mysore and Malabar.?

Formulae are also given for forecasting the August to
September rain in the Peninsula and in Northwest India on
the basis of data up to the end of July.

T cannot find that subsequent verifications have been
published for any of these formulae from the paper of 1922.

3. The 1924 Formulae.—After the first two “World
Weather”’ papers were prepared Walker published new
formulae (40) which included new indices. A table gives
the correlations between Peninsula rain and 41 factors
0-4 quarters previous. He first gives a formula for
Peninsula rain based on data including 1921, and then the
following ‘1924 formula’’:

. Peninsula rain, June to September....__. —0.38 —0.38 1—0.36 —0. 50
. Cape T'own pressure, September to No-
vember (1876-1923) .
South America pressure, April to May
(1875-1923) -.40
. Duteh Harbor temperature, December
to April (1882-1919) —.04 .18
. Java rain, October to February (1880~
pLD~) SRR A AU AR UN I 081 .22
. Zanzibar district rain, May (1893-1923) - |- cecoecleemmaedemmomos|oooccaalicanans .16
. Bouthern Rhbodesia rain, October to |
April (1899-1922) .. .. oo e oo e e el

L= T O N

(Peninsula) =—0.22 (Cape Town)+0.20 (South America)—0.12
(Dutch Harbor) —0.24 (Java)—0.32 (Zanzibar district) —0.26
(Southern Rhodesia)

Zanzibar district consists of Banani, Dar-es-Salam,

Zanzibar. The multiple coefficient is 0.76.
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Walker hints at no explanation for the relation with
pressure at Cape Town 9 months before, but it is sug-
gestive of an ocean temperature effect of some kind.
Dutch Harbor temperature is closely associated with the
North Pacific osciﬁation, whose influence in winter is

3 The forecasts for Burma, Mysore, and Malabar were not sufficlently reliable and were
soon discontinued, accotdin’g to letter from Walker dated September 3, 1938,

strongly felt as far west as Java; but, since the oscillatio?
is not defined for spring or summer, it is impossible %
suggest any exact physical connection with India rait:
Light rain in Southern Rhodesia probably indicates %
weak summer monsoon tendency in southern Africa, b¥
again no good reason can be offered why this should be
followed by a strong monsoon in India.

In this paper Walker gives a few correlations of presst®®
gradients with Peninsularain June to September. Only02°
of these is appreciable; it is —0.72 with the July pressur®
difference of district IX (Gujarat) less district IV (Blhfr
and Chota Nagpur). In other words pressure is relative y
high in eastern India and low in western India during su?’
mers of heavy rain, which agrees with my statement 0%’
the southern oscillation June to August involves a We8
ward shift of the Asia Low rather than an intensificatiol: a

A table gives the correlations between northwest Indi

i . 0
rain and 23 factors 0-4 quarters previous. From the®
Walker finds:

7
6
2 3 4 5 -
1. Northwest India rain, June to Septem- 0 40
[ S —0.42 |—0.38 | 0.50 [—0.42 |~0.52 |7 4
2. Equatorial pressure (1896-1922). .. ___|._._.._ 02 —.48 .32 .28
3. Cape Town pressure, September to No- 52
vember (1876-1928) ... ____...___.___|.__....lo_.... -6 .26| .14
4. South America pressure, April and May B
Q8751021 oo oo —.48 | —.40
5. Dutch Harbor temperature, March to 28
May (1882-1919) .o oo oo e .08
6. Southern Rhodesia rain, October to 08
April (1899-1922) ..o oeimcecacon]ammee oo e e .
7. Sxi%;vl)accumulation end of May (1876~ oy
"""""" it et I Il i M _—~
wﬂ)r

(Northwest India)=—0.06 (equatorial), —0.14 (Cape To
—0.04 (South America), —0.24 (Dutch Harbor), —0.48 (80
ern Rhodesia), —0.30 (snow).

“Equatorial pressure” is the mean of the departure® zz
Seychelles and at Zanzibar in February to March; 0
Batavia in January to April, and at Darwin in Marc Be
May. The correlations between these are all high. T 8
months were chosen which gave the highest correlatio’
with northwest India rain. This formula gives a ™
tiple correlation of 0.76. 10

The changes from the formula published in 1922 #
that Zanzibar rain and Ceylon rain have been dropP®
and _four new indices have been added which app!¥yp
conditions a considerable time before the monsoon. 10
Physical basis offers itself for the new indices, so this mgre
purely empirical formula does not seem to promise ™
than the older one. 70

Walker((64,)fig. 11) published a verification of the ab0 "
two ‘1924 formulas,” which is reproduced here as if
11. The “limits” drawn in this diagram are such ?h”t”he
a forecast is made only when the indication is outsid® are
limit, the forecast should be correct in sign of depfﬂg be
4 times out of 5. Walker says that forecasts show!®
issued only when there is this 4 to 1 chance of Succfor‘
The verification here is for 1924-32, so that the tw0 atr
mulae give 18 cases. In 8 of these the indication 19
side the limit, but only 2 give the correct sign. . ti0B

The 1924 paper also gives formulae for the predi® .
of the summer rain in northeast India and of the Au%uig,.
to September rain in the Peninsula and in northwest I’;ﬂi,y
. The memoranda issued each June and August coP. g
ing the monsoon forecast have not, with a few exceP lc
included any reference to the formulae. They have 1ob
sisted of a statement of the conditions up to date _(s of
as those used in the formulae), followed by a disgusswerﬂl
their significance, and finally they give forecasts in ¢ the?
terms for the several major divisions of India as to W

uth”
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B Tamns will be early or late and above or below normal.
that £ says (64): “After careful scrutiny I estimate
i o (:) the forecasts issued before the monsoon periods
re o8 June memoranda) from 1905 to 1932 two-thirds
forecaco.rr%t-” We may reasonably conclude that the
ciablestmg methods in India have a small but still appre-
is alw Success. But the verification of general forecasts
of th &ys subject to uncertainty, and therein lies the value
com ‘13 Numerical forecasts given by the formulae. The
goO(f ete success of the “formula of 1908” up to 1927 was
Veriﬁew.dence in favor of the methods used in India. The
shOW: &tlon published elsewhere in this volume, however,
Dlete] that the “formula of 1908” has fallen down com-
“199 45' ffOl‘ the period 1922-36. The “1919 formula” and
Werg lorm‘ﬂ&” for Peninsula rain, June to September,
Date} also fougd to show only slight success. Unfortu-
mulay the verification did not cover Walker’s other for-
® entjoned above.

P
ORECASTING OTHER THAN FOR THE MONSOON RAINS OF

. INDIA
fore, Winter precipitation in northern India.—Seasonal
h&ecasts

Ve heo Of the winter precipitation in northern India
een issued regularly, just as the two summer fore-
that .if ese have been based chiefly on the relation
will’co the precipitation is above normal in late fall, it
the Otinue so throughout the winter. In the beginning
Periq demomnda were issued early in December for the
6 1 ecember to February, but these early forecasts
tiong -DSuccessful. It was found that December condi-
the I&tg&Ve a better index of the succeeding weather, so
the Pe €T memoranda were issued in early January to cover
Tiod January to March.

fo]lol‘l:inf&f"tors utilized in the early forecasts are the

théazvi;l;he Persistence of late fall precipitation throughout

Taina)) ter. Walker (13) gives a table of departures of

P“Iliab I December and in January to February in

Thig ¢ 20d Northwest Frontier Province for 1890-1909.

. (b) OWS a persistence of sign in 15 of the 18 cases.

8 favops’Y Tain in late fall at Zanzibar and Seychelles
able, Walker says (3):

the ya0c18 Nothing a priori improbable in & relationship between
iprecig;?é:‘iu at Zangzibarx)' and Sel;c(})lelles and the subsequgnt winter
-ncPeQSe :n in northern India. Excess of the former would imply
agji s U p::elzslollal movement at the Equator and increased flow
aixllt I8 welp ka mosphere in directions away from the Equator; and
in levelg i \own that the cold weather storms occur in the higher
a5g i ﬁﬂ natural that their vigour should be affected by an
() Tt 1, € supply of air from the Equator.
Drecipitat.“d been shown by Eliot in 1893 that when the
twegn (10N is above normal the pressure difference be-
to b &boe Plains and the hill stations above them tends
%nectiog ® normal. Beginning in 1907 (6) a temperature
°°I're1ati0 was applied to the pressure differences. The
N ben between the corrected pressure difference in
el‘ With the January rainfall is 0.5 for 1876-1906.
Possibg ton(aipure of the correction is not stated, it is im-
alker 18cuss the significance of this relation. .

Borthem. 30d Hem Raj (25) found that dry years in
Woathep i ndia were associated with much disturbed
®non g an the southern Bay of Bengal. ‘“The phenom-
310rthwarp barently due to a displacement or an extension
N freunmSl of the equatorial belt of squally weather; and
%‘Orthwar d’ Y associated with or precedes a marked shift
bhe °01're1: t'o the usual path of winter depressions.”
Lo Main g (11011 for 1875-1911 between Port Blair Decem-
Ndig j; _*0d January and February rain in northwest
21, for January alone it s —0.42.
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In a later forecast Walker (34) says that strong upper
winds at Agra are associated with stormy winters, so that,
due to the persistence tendency, stronger than normal
winds in the late fall are usually followed by more winter
rainfall than normal.

In the formula developed for the winter precipitation
(40), the departure of rain in northwest India, r, is defined
as the mean of the monthly departures (weighted for
areas) of January to March in Punjab, Northwest Frontier
Province, Sind, Rajputana, Gujarat, and of January to
February in the United Provinces. The winter snow of
the western Himalayas, s, is graded on a scale of —3 to 3.
The standard deviations of » and s are 0.97 and 1.62, and
the winter precipitation is defined as—

. p=r-+0.4s
The following formula was developed:

2 3 4 5
L D aveevmsmmememem—m e 0.42 | 0,56 | —0.28 | 0.52
2, Seychelles pressure, November-Decomber (1895-1920)._).___.. .14 —.18 .16
3. Western rain, December (1892-1920)_ .« _wevvmumcnvi]ammeosfommans 0 .34
4, Fort Blair rain, December (1876-1920).. .. _j oo |ocoooofecoaaeas -, 10
5. Rain: sum of Seychelles November-December, Zanzi-
bar December (1892-1920) . < ccceomcmmcmcmccccmmmne fmcceaa oot

(p) =0.28 (Seychelles pressure) -+ 0.42 (western rain) —0.20 (Port
Blair) +0.32 (Seychelles and Zanzibar rain).

“Western rain” is based on the “Daily Weather Re-
port’”’ stations in Northwest Frontier Province, Kashmir,
Baluchistan, Persia. The multiple correlation for the
formula is 0.76.

2. Nile flood.—In several papers Walker has published
formulae for seasonal forecasting in certain regions out-
side of India. The first of these was for the prediction
of the Nile flood (12), of which the percentual departures
were tabulated for 1737-1800 and 1825-1908 (11).

Pressure at Cairo was in use by Lyons for forecasting
the flood, but Walker found this pressure in April and
May to have only slight influence. He determined the
formula:

1o Nile 008 oo e
9, South American pressure (1866-1908)............. USRS I
3. Zanzibar rain, April and May (1802-1908, 11 previous seat-

tored yoars ¥4 weight) ..o ooooo e
4. Snow (1876-1908, 12 of these 34 weight) . ____ . .. _feoooio|eeiemaii] et

(Nile) =0.35 (South America) —0.29 (Zanzibar) —0.13 (snow).
The multiple correlation is 0.59.

3. Australia.—Northern Australia receives summer
monsoon rains, and, due to the persistence of the southern
oscillation from southern winter to summer, one should
expect to be able to forecast the rains several months in
advance. In the first formula Walker developed (2) for
the purpose, however, two of the three indices apply to
conditions immediately before the heavy rains begin.
This formula, which follows, is for the whole of Australia
except the extreme south, though it is based on at most 22
stations:

1. Australia rain, August to July_ ...l
2. Australia pressure, October to November.....

3. Mauritius pressure, October to November
4. Indiarain, June to September

(Australia rain)=—0.39 (Australia pressure) —0.35 (Mauritius)
+0.25 (India). -



All coefficients are for the seasons ending in 1876-1904;
the multiple correlation is 0.61. For 1905 the formula
indicated no departure and there was actually a large
defect; in the following 3 years both indicated and actual
departures were small, but agreed in sign only once.

Later Walker and Bliss (59) gave a new formula for the
summer rain. This time the stations are the same as
those used in the definition of the southern oscillation;
their number increases from 8 in the season ending in
1871 to 29 in 1892.

1. Northeast Australia rain, October to April._____________ ...
2. Honolulu pressure, March to August (1883~1927) ___________|. . _.__ .58 .48
3. Darwin pressure, June to August (1882-1927)
4. Cordoba and Santiago pressure, June to August (1870-1927) 1 oo foacocee | .

(Northeast Australia)=0.25 (Honolulu) —0.53 (Darwin) +0.14
(South America).
The multiple correlation is 0.79

4. America.—In the same paper Walker and Bliss give
a formula for the prediction of winter temperature in
southwest Canada (Calgary, Edmonton, Prince Albert,
Qu’Appelle, Winnipeg).

1. Bouthwest Canada temperature, December to
February

4, Monsoon rain
b

(Southwest Canada)=—0.15 (Honolulu) +-0.24 (Darwin) —0.30
(monsoon) 40.17 (Madras).

“Monsoon’’ is the mean of the proportional departures
of the June to September rains in the Peninsula and in
Northwest India and of the Nile flood. The coefficients
are based on the seasons ending in 1885-1928. The
multiple correlation is 0.72. A similar formula omittin
Madras gives 0.71. The indices are closely connecteg
with the southern oscillation June to August, which
persists to December to February, and in the latter period
the oscillation is associated with low temperature in
western Canada. (See figs. 3 and 4.)

A formula is also given for Dawson winter temperature,
which involves the same principles:

1. Dawson temperature, December to February......
2. Honolulu pressure, June to August. .- .._...___|________ . b8
3, South American pressure, June to August-_...___f .o - fo...___
4. Zanzibar pressure, June to Augnst .
&. Darwin pressure, June to AQgUSt-..__ oo

0.48

(Dawson) = —0.26 (Honolulu) —0.26 (South America) +0.39
(Zanzibar) +0.07 (Darwin).

The coefficients are all based on the seasons ending in
1902-1925, and the multiple correlation is 0.72. The
forecast for 1926 was normal and an excess of 14° occurred,
which was the highest on record; for 1927 the forecast
was perfect.

In this same paper by Walker and Bliss a formula is
given for predicting the summer rains of South Africa.

In another paper (53) Walker gives the following
formula for the rain in Ceara, which he tabulated in per-
centages of normal for 1866-1926.
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e
2 | 3 4 5 | 8
/
0
1. Ceara rain, January t0 JUD®. o oo oeeen oo ecaacans 0.62 | 0.38 |—0.40 |—0.56 'o‘éo
2. Santiago pressure, June to August (1868-1023) _.__{._..__ 52 —.02 .06 ‘53
3. Honolulu pressure, June to November (1883-1923) .t . _.._[..._._ .00 | —.08
4, Cape Town pressure, September to November 40
(875-1928) ... .| b N
&5, Sol%t;éem Rhodesia rain, July to November (1898~ 50
8. 8t. Helona wind velocity, September to November | | | |~ | .
(1893-1923) e ceecr e tcccccnaccammmameec|cocnna e mnnc fecmnmac|amnemn [T

(Ceara) =0.44 (Santiago) +0.20 (Honolulu) —0.10 (Cape Towh. )
—0.42 (Southern Rhodesia) —0.22 (St. Helena).

The first three indices in this formula are essentially ’:
measure of the southern oscillation, and their value mu®
lie in the persistence of the oscillation. Though cohe
nections with the last two indices seem. plausible, 2
nature of the relations is not suggested. At any rate
is impossible to trace the exact physical connection 16
tween the indices and Ceara rain, because not even
nature of the rain is known. 10

5. Verifications.—I cannot find that verifications up ',
date of the formulae above have been published. Buf
Walker (57) states briefly the results of verifications gf
certain of the formulae mentioned in this chapter and s
the 1924 formulae” for the India monsoon. He mentl"nb
only the cases where the indicated departure was gr?ﬁg
enough to give a 4 to 1 chance of success in forecast’ ®
the sign of departure. Of the 12 such cases, which &Y
treated collectively, 6 were correct, 5 wrong, 1 neut’a11
But it should be remembered that the coefficients 2,
which the formulae are based were selected for their 5
from the significant factors and hence the multiple cﬁy
relation “instead of being, say 0.75, is in reality prob”’uer
between 0.65 and 0.7. It seems wiser to adopt the sm# ol
value * * * and so there must be a larger indwﬁtg
departure to justify the issue of a prediction, namely it
times the standard deviation instead of 0.56 timeS lof
Accordingly instead of 12 cases there are only 8, out
which 5 are right, 2 wrong and 1 neutral.”

-

VI. SUMMARY

The above report is a summary, to some extent cntlc&lf
of Walker’s various studies, and it would not be on'r
while to condense each item further. For the ged® i
scope of his work the reader is referred to the Tﬂ?leiﬂ.
Contents (note that the chapter on climatolo% 18 or's
cluded as a background for understanding f}]k
work, and does not represent a contribution by hlm);,;t:

It is best here to focus attention on Walker’s
important contribution, namely his studies conce io?
the three oscillations. The North Atlantic oscill® of
is a tendency for subnormal pressures in the reg“’nove
the Icelandic Low to be accompanied by pressure tios
normal in the subtropics and vice versa. This oscill® the
has been numerically defined, for each quarter 0 o
year separately by means of formulae involvmgdioal
quarterly departures from normal of meteoroloverif
phenomena at specific stations. The resulting llmjllogi'
cal values have in turn been correlated with meteot? :
cal phenomena at many stations, the coefficients eaﬁh
plotted on separate charts for each quarter and 0¥ 2y,
of the elements pressure, temperature and preciplmhese
(See figure 1 and charts in “World Weather VI”.) .T £uis
charts present in detail the relationships involved i ;o
oscillation. They may be regarded as giving a P p
of the most likely deviations from normal over the I
within and adjoining the North Atlantic Ocean !



SP%EMal conditions. However, the persistence tendency
+ the North Atlantic oscillation is too slight to be of use
Orecasting., . . :
Al 8 North Pacific oscillation is similar to the North
. u&al}tlc. It has been numerically defined for the winter
Ii yrter and the correlations with it are shown in figure 2.
48 not been studied for the other quarters.
in ¢ @ southern oscillation is a tendency for high pressure
the Ie South Pacific to be accompanied by low pressure in
call ndian Ocean and vice versa. It has been numeri-
i af deﬁned.for each quarter and the correlations with
Vo shown in figures 3, 4 and charts in “World Weather
Sph, Its influence is not limited to the Southern Hemi-
Norili? but extends markedly into certain regions of the
ose] ern Hemisphere. The persistence tendency of this
th, ation is shown by the following coefficients between
Successive quarters.

ccemp i
M er to February with March to May
Ju%?}g %0 May with June to August
Beptero August with September to November

Mber to November with December to February

C01're1

Quen; ations with the oscillation of previous and subse-
o conditions are shown in figures 5, 8 and charts in
orld Weather VI.”

&nds regards the seasonal forecasting for India by Walker
By 1s predecessors and successors, the success achieved
°Sciﬁ)t _Striking. However, his studies concerning the
Siste atlons, especially his discoveries of a strong per-
thig 1ce of the southern oscillation and of the influence of
tht oscillation in the Northern Hemisphere, indicate
Valy, Similar methods might lead to seasonal forecasts of
8 for North America.
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VERIFICATION OF THREE OF WALKER’S SEASONAL FORECASTING FORMULAE FOR
INDIA MONSOON RAIN
By R. B. MONTGOMERY

Gi}}?e Connection with the analysis of the work of Sir
S0mg 't Walker in seasonal forecasting a verification of
form, of his forecasting formulae was found advisable, and
alks the subject of the present paper. Although
is foer himself has published verifications for a few of
(3) 0I'Inula,e up to the years 1921 (1), 1927 (2) and 1932
Ful’“thne by a disinterested person is afways to be desired.
. ermore the work is brought up to 1936.
&\(r)m the two-dozen-odd formulae Walker has published,
p‘lblisi chosen for verification the three which have been
o ed successively for the June to September rain in all
ltra]l India.
publi: ﬁrsp of these for the mean rain of all India, was
OXtep, d'ed in 1910 (4) and is based on correlations of data
tupeg »0g up to 1908. In terms of “proportional depar-
eVia’t,‘ I e. ratio of departure from normal to standard
10n, the Formula of 1908 is:

Ingia ...t
dia Tain=-—(,20 Northwest India snow accumulation, end

of May.
—0.29 Mauritius pressure, May.
+0.28 South America pressure, March to May.

W 1 —0.12 Zanzibar rain, April and May.
lnv()ﬁ, ker’s suggestions as to the nature of the relations
Sngyy ie may be outlined as follows. Late and heavy
Yey)t 0 northwest India was supposed to be partly the
“’intera‘nd partly the cause of an unusual persistence of
LT conditions with a consequent delay in the establish-

o OF the southwest monsoon and its rainy season.
Predy S8 at Zanzibar in April and May indicates a
SUppog ance of equatorial over monsoon conditions, and,
Illonthlng this tendency to persist through the following
Ingjg Would precede a weak southwest monsoon in
ay epr ressure conditions in the Indian Ocean in May,
Iy - °Sented by Mauritius, were considered dependent
n‘()ns()oe way on the early character of the southwest
lmown 1, bug the exact nature of this relation were not
Soy A It 1s easiest to throw light on the relation with
Southg Merica, by referring to what is now known as the
Seagq nll oscillation (5), which involves a tendency for

&tterg epartures to occur according to a definite
alkep 1, ch covers a major portion of the earth.
to 88 devised a means of assigning quarterly values

°0rrefnt°s§111&t§0}1, and finds the contemporary oscillation
°d positively with Santiago pressure in March to
fingg the With India rain in June to September, and also
he moic}ﬂatlon persistent from one quarter to the next.
the corr, Witiple correlation coefficient for this formula, or
Paingan ciotlon between its “predictions” and the actual
%Orrelati(?r the years up to 1908, is +0.58. Walker found
hg 08 ’;S of observed values with those calculated by
&I\% +0 sﬁoz‘%ula for the periods 1909-27, of +0.55 (1)
ablg 1 22
from %ﬁel gives the actual rainfall departures and those

Corpq] tiODfOI‘mula according to my computation. The
Arg as ol between these two series for various periods
OHOWS:

23)

1909-21 el -+0. 55
1909-27 e +.45
1909-36.. - - iea +. 32
192236 e —. 25

These correlations are not the same as multiple correla-
tions for the periods shown. The multiple correlation for
the years 1909-21 is +0.58 and the regression equation in
terms of proportional departure is:
India rain=—0.22 N(i\l;lthweSt India snow accumulation, end of
ay.
—. 31 Mauritius pressure, May.
+. %i South America pressure, March—-May.

Zangibar rain, April-May.
It is apparent that even for this period the relationships
are considerably different than in the original formula.
The correlations of individual factors with rainfall are:

~1908 (Walker) 1909~
21110} R —0.36 | 1936 ..o _..n —0.09
Mauritius. oo aceocacmc e cceneean . -, 09
South America. caen +.42
AN VAN LT S +.06

For a few of the factors utilized in these formulae I
have been unable to obtain complete or wholly satisfac-
tory data. The most uncertain series is that for snow;
although tabulated values up to 1921 are available (1) for
the subsequent years I have had to assign numerical values
to the worded estimates in the monsoon forecasts pub-
lished each June. While such matters do not materially
affect my verification, they would account for slight dis-
crepancies from those of Walker.

In spite of its early very encouraging performance, the
formula has broken down completely in the last 15 years.
South America pressure is the only factor in this formula
which has survived the test of time.

The two later formulae are for the prediction of the
June to September rain in the central and northern part
of the India Peninsula. Little or no physical explanation
was offered for the new factors involved.

The 1919 Formula is (1):

Peninsula rain=+0, 44 South America pressure, April and May.
—.29 Zanzibar rain, May.
—. 41 Java rain, October to February.
The multiple correlation for 1875-1919 is +0.73. Actual
and computed values for 1920-36 are given in table 2, the
correlation between these being +0.21. The individual
correlations with Peninsula rain are:

~1019 (Walker) 1020~
South Ameriea. o ovoouomoaeooceeecaaoccaaaee 1875 0.47 1936 +0.47
Zanzibar - - 1891 +—. 48 1935 +.14
B R, 1880 —.46 | 1036 ~.16

South America is again the only factor to hold good.
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The 1924 Formula, for which Walker published plotted
values up to 1932 (3), is (6):
Peninsula rain=—0. 22 Cape Town pressure, September to No-
vember.
+.20

South America pressure, April to May.
~. 12 Dutch Harbor temperature, December to
—. 24

April.
Java rain, October to February.
—. 32
—. 26

Zanzibar District rain, May.

Southern Rhodesia rain, October to April,
The multiple correlation for 1875-1923 is +-0.76. The
computed values for 1924-36 are given in table 2; their

Considering the three formulae together, eight differen
factors have been utilized toward predicting the monsoo?
rain in India. The verification shows that four of thes®
relationships are negligible for recent years, one b
reversed its sign, but three have stood up. Thus, in spite
of the very slight success attained by the three formuls?
above, it seems possible that a somewhat more success
one could now be derived.

TaBLE 2.—Departures from normal in inches of India Peninsula ro¥™
June to September

correlation with actual is +4-0.12. The individual corre- _—
A o
lations are: Caloula
Actual
1619 1924
Walker formula formul®
1875-1923 . ...__ —0.38 | 1824-38 | ~0.08 1920 . .o oo —10.9 . .
-} 1875-1923_ 4. 44 | 1024-36 +.43 +.1 . .
36 years. _ ~.38 192036 | —.33 ~3.0 . :
1880-1923_ —.36 | 1924-36 | 1 —. 08 —.3 : 0
1803-1023. —.42 1192435 | " 4.32 -2.7 . ;
1869-1022. ..o, —~.50 { 1923-36 | —. 40 -3.6 . T4
) +2.4 . 45
- +2.6 +4.9 o7
F 1 Each coefficlent has been computed from the means and standard deviations for the -1 417 "; 1
serles of the correlation only. Sinee Java rain was below normal in all of the years 1924-36 —3.8 +5.7 8.5
except one, and peninsula rain averaged nearly an inch above normal, this particular -0 +11. 4 +1'1
cocflicient may be misleading, Yor 1924-36, when based on means and standard devia- +4.8 +4-4.0 ++:9
tions of the total series up to 1936, it becomes —0.17. +1.1 +1.7 457
e I
Besides South America, Dutch Harbor and Southern +.6 —5.8 B
Rhodesia have essentially maintained their original cor- -10 +1

relation.

TaBLE 1.—Formula of 1908. Departures from normal in inches,
India rain, June to September

Actual | Calculated Actual | Calculated
42 04 +1.50 +1.69 ~1.15
+1.69 +1.31 +3.13 +.24
—-3.92 .7 ~1,54 +1.04
—1.74 +1.93 +2.62 41.18
—~1.88 ~. 59 —.80 —.32
-+3.40 4. 64 ~151 J-. 87
—3.00 —1.43 —.27 ~+4-2.32
-+85.00 +4.15 -, 78 ~. 08
+7.14 43.43 +1.42 —.43
—6. 55 +. 51 ~1.14 —.63
+3.26 —1.70 +45.10 —. 80
~4,31 —~1.90 +1.84 —. 60
+1.41 -+3.40 +.74 ~1.47
+2.04 -39 +1.05 —.15

REFERENCES

(1) G. T. Walker, Correlation in seasonal variations of we&thfrr;

VII. The local distribution of monsoon rainfall. Mem?
of the India Meteorological Department, 23: 23-39 (1922). d
(2) G. T. Walker, World weather. Quarterly Journal of thé Rov™
Meteorological Society, 54: 79-87 (1928). 4ish
(3) G. T. Walker, Seasonal weather and its prediction. B 03
Association for the Advancement of Science, Reporh 1
25-44 (1933). 1L
(4) G.T. Walker, Correlation in seasonal variations of weathers jif
%ezzgz(rieg% )ihe India Meteorological Depariment 21, part
(5) G.T. Walker and E, W. Blise, World weather, VL. Memmffeg{
the Royal Meteorological Sociely, 4: 119-139 (1937). (Ls
paper on this subject.) X
(6) G. T. Walker, Correlation in seasonal variations of weather, ihe
Applications to seasonal forecasting in India. Memoirs of
India Meteorological Department, 24: 333-345 (1924).



REPORT ON THE WORK OF S. K. SAVUR OF INDIA
By R. B. MONTGOMERY

0n8nly two of Savur’s papers need be discussed here. In

Wa of these (1) he compares the coefficients used by
Com er for the 1924 formulae” with the same coefficients

pgted from data up to 1930.

Used § coefficients with Peninsula rain June-September,
1 the formula for it, are as follows:
From— | To 1923 | To 1929 } § percent
Oape
ber_’f‘?w“ Dressure, September to Novem-
O Nt S 1876 —0.38 [ —o0.38 —0.15
Uteh Har ca pressure, April and May...... 1875 .44 .43 .23
¥ ADri]_ 0T temperature, December to
7.¥8 rgin Boioro s mn s o nmnaneareees 1882 1,38 —. 40 —.19
§ohzibay 3 Ctober to February ---| 1880 .36 —.31 —.08
Outhery Rgtrict,rain, MaBY . om oo 1803 — 42 —.37 —-.11
odesia rain, October to April_.__. 1899 . 50 —. 45 -.17
!1ggy
180 1030

"1924(5 fmlﬂti{)le correlation has fallen from 0.76 for the
o ormula’ to 0.69 for the “1930 formula.”

8 5. eapplles a test by Fisher and finds that there is only
relatiorcent chance that in the long run the multiple cor-

5'Den 0.69 will fall as low as 0.45. Also, there is only
will fal‘cent, chance that the individual 1930 coefficients
8hoye o the values given in the last column of the table
S Up ... Yom this test, which he considers very stringent,
signiﬁc%ncludes that the individual correlations are all
“some ant and that the multiple correlation will fall only
bec&uSWh&t. further.” This conclusion is not justified,
Tando ® Fisher's test applies to coefficients chosen at
frop, , v DOt to coefficients chosen because of their size

Simahlml‘ge number. L
Jupe_q oty the coefficients with northwest India rain
eptember are:
N From— | To 1922 | To 1920 | 6 porcent
Qagqy,
O%I’e ’I‘o’%lnp“‘“m’e __________________________ 1895 —042| ~-03| —0.07
Bmft’ii ~~~~~~ Pressure, September to Novem-
Dt Aerion ssseeann . 1876 1-.38 —.84 -.12
R B 08 Th) TR
1 ure, o - - -
”°W...__Iff‘°ﬁ°sia rain, October fo Aprit .| 1399 Tl Zla ~10
_________________________________ 1876 2~ 40 -~ 34 - 12
1376~
? 1
0;1‘0 192912.
882-197
The

By 5.p?ultlple correlation fell from 0.76 to 0.64 and there
o reent chance that it will fall to 0.36.

horthea;%mhp'le correlation of the 1924 formula” for
0.59 to 0 Indig, rain, June to September, has fallen from
3 Derpent > and there is found to be a chance of at least
Rot, congj that it will eventually fall to 0, so Savur does
. The frlldel‘,lt significant.

0 the Peu.ltlple correlations for August-September rain
T®pectiya  Sule and in northwest India have decreased
% percs ¥ from 0.66 to 0.64 and from 0.70 to 0.61, with
til40 ang (‘)1% chance that they will decrease further to
fan® Of ¢, 5. There is at least a 5-percent chance that
al} tog b e five individual coefficients in the former will

Ut that none in the latter will.

The coefficients with north India winter precipitation
are: :

From— | To 1920 | To 1930 | § percent

Seychelles pressure, November to Decerber. 1895 0.42 0.39 0.13
‘Western rain, December___ ... ... ... 1892 . 66 .30 .00
Port Blair rain, December. .. .ooccaen.. 1876 —-.28 —-~.23 .00
Seychellesand Zanzibarrain. oo ocmeecoen 1892 .52 .33 .08
» 5

The multiple correlation fell from 0.76 to 0.54 and
there is a 5 percent chance that it will fall further to 0.22.
Savur believes this formula to be significant also.

The coeflicient between Port Blair December rain and
northwest India January and February rain was —0.21
for data up to 1913, so this relation has remained very
constant, although small. It is strange that the coefficient
which has decreased least and which is largest in 1930 is
that for Seychelles pressure, which is the only one for
which Walker has offered no explanation.

Summarizing the results, Savur says:

Taking the factors as a whole it is not a little surprising that only
7 out of 28 factors have been found by this stringent test likely to
become insignificant in the long run, * * *, The selection is a
remarkable achievement and is no doubt due, in a large measure, to
Walker’s intensive study of the influence of a large number of factors
on world weather as revealed in the Memoirs published by him
from time to time.

It is difficult to gain from this paper a clear impression
of the performance of the various factors, because Savur
merely compares Walker’s correlation coefficients (for
the original “selection” series) with the corresponding
coefficients for the entire series to date, instead of with the
subsequent series alone. In the other paper, discussed
below, this defect is remedied for some of the factors.

In the later paper (9) Savur applies the Performance
Test, as published by Normand in 1932, (5) to the “1924
formulae.” In applying this test the entire data for each
factor are divided into two series, the “selection” series
covering the years which were used in the selection of
factors for the formula, the ‘test” series covering the
subsequent years (including 1933 for the summer formulae
and 1934 for the winter one).

The test is applied in either of two methods. According
to the first a factor is significant if it has an a priori prob-
ability (physical basis), and if the correlation coeficient
with the factor forecast for the entire series is not below
the level of significance adopted by the India Meteorologi-
cal Department, namely three times the probable error.
According to the second method, in which the factor was
originally chosen merely because of a high correlation for
the selection series, the test series is considered a random
sample; “if the signs (of the correlations for both series)
are the same, the corresponding factor has a considerable
chance of being significant, the chance increasing with the
magnitude of the test” correlation; otherwise it 18 probably
insignificant.

Savur’s results are reproduced in tables 1-3. He does
not give correlations for both entire and test series, but

(25)



only one or the other according as he uses the first or
second method. g

TaBLE 1.—India Peninsula rain, June to September

Selec- | Test or| Type I;‘g’]g‘
Factor tion | entire of |Data used error Conclusion
series r | series r | series of
Cape TOWD.._.oemeeen —0.38 0.02 T 1924-33 0.25 | Insignificant.
South Ameriea. ._.....-. .44 .40 B 1875-1933 .08 | Significant.
Dutch Harbor. Jdo—38 ~27 T 1920-33 .19 Do.
RE 7 ~-.36] ~.21 T 1924-33 .24 Do.
Zanzibar district ... —.42 .39 T 1924-33 .21 | Insignificant.
Southern Rhodesia. . ... ~.50| ~.46 T 1923-33 .19 | Significant.

TABLE 2.—Northwest India rain, June to September

Selec- | Testor| Type P‘i?lb‘
Factor tion | entlre | of |Dataused| 22° | Conclusion
series r | series r| series egg r"
Equatorfal pressure.__. .. -0.42 0.03 T 1923-33 0. 23 | Insignificant.
Cape Town._..._.. - —.38 .03 T 1924-33 .25 Do.
South America. . - .50 .47 E 1875-1933 .07 | Significant.
Dutch Harbor..__ o —.42 .27 T 1920-33 19 | Insignificant.
Southern Rhodesia. L =52 1,26 T 1923-33 .22 | Significant.
DOW . e e oeomeeeeones —-.40| ~.32] E | 1876-1933 .09 Do.
! The published value is 4-0.26, assumed to be a misprint of sign.
TaABLE 3.—Nortk India winter precipitation
Belec- | Testor{ Type 13&1;'
Factor tion | entire of Dataused | opror Conclusion
serfes r | series r | series of 1
Seychelles pressure..__.. 042 03| T 1021-34 0.17 | Significant.
Westernrain..__________ .56 .34 E 1892-1034 .09 Do,
Port Blairrain. . ________ —~281 —-.21 B 1876-1934 .09 | Insignificant.
Seychelles-Zanzibar rain_ .62| -~.53 T 1021-34 .15 Do.

The other three formu'ae may be summarized as follows:

Northeagt India rain, June to September, both factors insignificant.

Peningula rain, August to September, all five factors significant.

Northwest India rain, August to September, all five factors
significant. .

There are several objections to Savur’s treatment in
this later paper: .

1. For each of the factors falling under the first method

he gives the basis for the a priori probability. In the
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case of the relation between peninsula rain and South
America pressuro, this is merely that the Lockyers firs
noticed an inverse relationship between pressures 11 the
two reglons, which suggested a relationship with Iﬂdm:
rain. But no physical basis for this has ever been &h
vanced. His choice of the first or second method in €8¢
case therefore seems quite arbitrary if not incorrect. . 0

2. In the first method he makes no use of the relatl’
values of the correlation found for the selection and ¢
series. It would be well, for instance, to consider p
correlation between north India winter precipitation 8%
western rain for the test series 192134, g

3. Under the second method he calls the test series
random sample. But, if the correlations for the selecti? i
and test series merely agree in sign, the factor is call®
significant—an obvious contradiction. As an example’
the correlation between peninsula rain, June to September’
and Java for the test period is less than its probable eyrol'l:‘
hence it could not justly be considered significant. ]ge
the series 1924-36, I have found this coefficient 0
only —0.08.
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I. INTRODUCTION

PREFACE

T
tiongﬁinm}aer of authors who have studied possible rela-

Itherelf)s between polar ice and weather is considerable.
0 thig Ore thought it best to consider the various papers
8ceopds Subject not according to their origin but rather
B%&us g to the type of relationship that is involved.
ﬂomewﬁ’ In the main, the relationships appear to form a
thegg 8 2% unified picture, an attempt was made to treat’
Whicl, » & Whole. ~With the exception of a few attempts
Section, ade to clarify certain results, the discussion in -
tents osf and B and some remarks at the end, t_;he con-
Which 1 stfllll(lisie(rie?port represent only those contributions
t GENERAL DISCUSSION

&Inomlli helq (1, 2) that an increase or decrease in the
the Weg g 1c0 in polar regions, in addition to affecting
00 the Sther in the ice ares, also has a marked effect
N dirwe&ther of the regions adjoining the ice area and,
Thy eectly, also on the weather of more distant regions.
g, eral effect to be expected from an increase m the
: Ol Ice is a Jowering of temperature of the over-
nd also of that of adjoining regions, because of
Brook ty of the air. A study of continentality made
S (1) indicates that there is an appreciable cool-

® am, 0 miles away from the edge of theice. Thus,
Weraq ¢ ount of jce in polar regions increases the zone of
¢ pond-memperature is also displaced equatorward. Cor-
h(fuld DCCgu;?O the fall in temperature a rise in pressure

ti .

337, ms helg by Wiese (2) that, because of the drag exerted
fl'lft of ig Ice on water, an extended and continuous
or ce from polar to lower latitudes is responsible
amount of cold but relatively nonsaline and
; ing 1 Water reaching the lower latitudes. Further,
% wij ¢.t0 Helland-Hansen and Nansen (3, p. 356) “the
tey Whiy hmeltmg, form & surface layer of light and cold
N Salilc 1 prevent contact between the ice and the
Woyyy of C Water.” Agnin, when the ice melts, a large
! cold water is liberated and the surface of the

g
egqy 2t

ScrELL

ocean is cooled. Since the added water is considerably
lighter than the saline ocean water, there is thus formed a
relatively stable stratification. In other words, the effect
of the ice, of the cold polar water which the ice brings
with it, and of the cold water which forms as the ice melts
tends to persist. As a consequence the pressure over the
colder surface becomes and tends to remain relatively
high; the pressure distribution is thereby changed, which,
in turn, must affect to some extent the distribution of
pressure over more distant regions. Moreover, some of
the cold water is carried by winds and ocean currents to
lower latitudes so that the effects described above probably
extend over a large area. It is held (4) that the large
temperature differences set up by the driving of cold polar
water into warm ocean currents favor the development
of cyclonic depressions. Consequently the lows should
tend to change their mean course in response to the
equatorward displacement of the mixing zone of cold and
warm waters.

In addition to the “direct’’ role played by ice in the
weather, it is held by Wiese (5, 6) that the state of ice in
polar regions reflects the intensity of the general atmos-
pheric circulation and therefore can serve as an indication
of the weather throughout the world. Wiese’s thesis
that the amount of ice reflects the intensity of the general
circulation is based on the hypothesis that a large amount
of ice in polar regions is associated with a weakening of
the general circulation. Presumably, as the intensity of
the atmospheric circulation decreases, the transport of
warm air to polar regions from lower latitudes diminishes.
In addition to the direct loss of heat, the effect of a
diminished transport of warm, moist air is a marked loss
of heat through radiation from the snow surface due to a
lesser amount of water vapor and clouds present in the
atmosphere. The result is a lowering of temperature and
an increase in the amount of ice. This will be followed
by a general rise of pressure in the polar regions. The
opposite condition will be expected to arise with an
increased circulation.

In line with the above assumption of a decreased inten-
sity of the general circulation there is to be expected a
fall of pressure in the high-pressure cells of middle lati-

“tudes and thus a general weakening of barometric grad-

ients. One might expect, therefore, the pressure differ-
ence between the Icelandic low and the Azores high to be
smaller with a weakened circulation, or, presumably, with
a large amount of ice in polar regions. Similarly, because
of diminished general convection in equatorial regions,
there would be expected a decrease of rainfall in Jow
latitudes, although this may be offset by an increase in
local convective showers.

In considering polar ice as a possible factor in the
weather it was thought desirable to treat separately the
relationships between ice and the weather in its ilnmediate
vicinity and the relationships involving the world weather
at large.

In addition to the relationships which presumably have
gome sort of a physical basis, there will be treated relation-
ships which, because of statistical considerations, might

@7
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be expected to have a certain reality. These relation-
ships are between ice and Walker’s oscillations. For
definition of oscillations see Walker’s papers listed in the
bibliography and especially the “Report on the work of
G. T. Walker” by R. B. Montgomery, in this volume.

Finally there will be considered relationships between
ice and meteorological elements which involve no hy-
pothesis as to cause and effect. .

Further it appeared that there are two kinds of ice in
the oceans, sea ice and land ice (icebergs). Their sig-
nificance in relation to weather is different and therefore
they will have to be treated separately. However, very
few relationships involving icebergs have been studied,
and since no physical basis appears to have been claimed
for these relationships they will be treated together.

Accordingly, there will be surveyed in this report re-
lationships between sea ice and (A) the weather of adjacent
regions, (B) world weather in accordance with Wiese’s
bhypothesis and Walker’s oscillations, (C) meteorological
elements without reference to any particular scheme, and
finally (D) relationships between icebergs and weather.

CHARACTER OF THE ICE DATA

It appears from a number of investigations that polar
ice is a very complex phenomenon and at present is little
understood (7). This is to some extent due to the rather
limited and apparently meagre ice observations. It may
be said however that the ice, in addition to the seasonal
variation, also frequently undergoes large variations from
one year to another. “Ice’” in polar regions refers to the
large or small bodies of floating ice originating on the
ocean surface. ‘“Icebergs,” which are also found floating
in the oceans, refer to fresh water or land (glacier) ice.
The two must be considered separately.

Sea ice.—The main body of sea ice in the northern
hemisphere is the thick ‘“compact’”’ sheet ice found in the
Arctic Ocean; in the Southern Hemisphere, it is the
sheet ice in the seas bordering the ice and snow covered
Antarctic continent. Next to the ‘“solid” ice pack, going
equatorward, there lies a zone, in some places hundreds
of miles wide, which is covered by ‘“‘solid” ice during
only the cold season and by more or less broken ice dur-
ing the warm season. This zone, called the fringe of the
pack, shrinks in the late summer and fall and widens in
winter and spring. In the latter period it reaches, in the
northern hemisphere, to the northern coast of Asia, and
several hundred miles into the open Atlantic and Pacific.

Another source of ice is the coastal regions in the polar
latitudes. In the shallow bays and inlets and along the
shallow but often very wide stretch of coastal waters the
water, in the cold season, often freezes clear to the bot-
tom, thus becoming fast to the shore. The ice then
proceeds to grow out into the sea for a considerable dis-
tance, in some cases hundreds of miles (North Siberian
Shelf), although the portion attached to the bottom is
probably generally confined to a narrow belt near the
shore. With the approach of summer, the outer portion
is the first to break off and drift away. Next the ice ex-
tending from the surface to the bottom separates from
the shore and the ocean floor, drifting away. It often
happens, however, that the fast ice persists through the
summer. Then open water can be observed far out in
the sea while the coast and bays remain ice bound.

The thickness of the ice varies considerably. The semi-
permanent character of the polar ice pack indicates in-
tensive growth of ice and a thickness of several meters.
The ice that forms in the open seas at lower latitudes,
where it persists only during the cold season, is relatively

thin, its vertical growth depending on the shallownesS of
the ocean over which it forms. Over the North Siberi®?
Shelf, for example, the ice is usually very thick while
ice forming over Greenland Sea is usually less than
meter deep. 0
An important factor in the thickness of sea ice and ﬂlst
a far-reaching factor in the ice distribution is the almo®’
continuous movement of the ice. The movement 18 de’
termined by forces which vary with the particular 10¢®
tion and with the general circulation of the hydrospb®
and atmosphere. Thus various portions of the pack
subject to different forces so that their direction 827
movement must vary too. As a result, there is a coﬁ
tinual rearrangement of ice taking place within the pac!
but mainly along its fringe, where the forces acting by
more intensive and divergent. This is accompanie

LIMITS OF POLAR ICE IN APRIL FROM
OBSERVATIONS, 1898-1913
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Fieure 1.—Reproduced from Shaw's Manual of Meteorology.

o 0 0
numerous breaks in the “solid” ice and the formatio” ar®
areas of open water. At the same time, pieces of i
heaped up one on top of another. o 19

It can be seen that the effect of these forces is i3 e
cause ice from the fringe of the pack to be driven 0 Qveﬂ
latitudes and for ice from lower latitudes to be 4% g
into the pack., Thus there is a continual replacemenuni~
ice along the fringe. The process, however, is 197 .)ly
form. The feeding of ice into the pack takes place I’wging
in the early part of the cold season while the disgo”
occurs mainly in the warm part of the year. ] pof

_In addition to the varying movement of individu®” il
tions of the pack there is a general slow drift of the ¥ ;he
pac_k from east to west. In the North Polar Bﬁsmwgrd
entire pack appears to move from Bering Strait 107 af
Greenland Sea which is the main outlet for nort %ewﬂ
ice into warm waters. Thus the pack continually rh jeo
itself and it is estimated that the average life 0 t 1009
from this pack is less than 5 years. In some ®
however, the ice may attain a much greater age-



29

poil;lge Sea ice that is met with in the lower latitudes of the
frop tr}?glons is therefore generally composed of fragments
dowy, be heavy polar pack (old thick ice) that are carried
icq Whi ¥ wind and ocean currents, relatively thin (young)
Oltay ich forms locally in the winter and spring along the
le&Vin edge of the fringe, fast ice of varying thickness
hag g § the shore, and finally ice of all these types which
ar!ftf?d (in some regions) from the neighbouring seas.
Seagor ition in ice conditions.—In addition to the large
the Nal varigtion in amount of sea ice, as observed from
lyihp"Slthn of the “fringe’” of the ice pack, and from ice
uetguo ishore, there is also a large, irregular year-to-year
Barg, %tlon- See fig. 1 reproduced from (54). Thus in
th()ué1 S Sea, this variation amounts to hundreds of
(repy ds of square kilometers. In the table below
:Produceq from Wiese (8)) are given the maximum and

um . . y .
20 Years. areas occupied by ice over a period of about

L
Me valueg of area covered by ice in Barents Sea (1896-1915) in
1,000 square kilometers

April May Junse July August
Moty
1364 1206 1225 708 499
1899 1907 1903 1013 1012
049 712 553 248 170
1898 1897 1898 1608 | 1901, 1908

1es§‘h? Variation in Greenland Sea, though proportionately
gr@f’ttei ctually larger, for the total area involved 1s
®Stimat, he maximum variation in the total area is
Soryg ted to be 800,000 square kilometers. Again, in
Surrouy cars Tceland has been known to be completely
of jtq Rded by ice in winter and spring except for a portion
Observwest coast, while in others only a little ice was
Unli(f{ off its northern shores.

n.ie the case of temperature or of pressure no accurate
Qotgpmaorm jndex has been as yet developed for the
lhdex’iln&tlon of ice conditions.! The lack of an accurate
Sutip g due largely to the impossibility of observing the
Dolay r €Ven a large part of the ice-covered area of the
N ceea,s: Until recently, in the Northern Hemisphere,
sty diedrtaln parts of the fringe of the Arctic pack had been
Dateq . But even here the ice-covered area was esti-
RETH Iﬁmsﬂ)’ from observations at the outer fringe. Only
e oy ave better observations become available. These
Nort.hermned, by relatively frequent airplane flights from
Obyeryny Sibetia. In the Southern Hemisphere, the
SXcgpti LS aTe more meagre and inadequate. With the
Wfoy u# of the South Orkneys only very fragmentary
Yepiong 0N exists about ice conditions in the Antarctic

T .
Vfll‘;vligé&ck of uniformity of the index of ice is due to the
de iﬁltlamcter _of the observations. These can be
5 Shopgg o V0 distinet types, one of ice observed from
goch it |z of the islands or the mainland off the coast of
he oy, 108, the other of ice observed by ships plying in
Over g, cr 8eas. The first type refers to ice conditions
B0, fr)omparatlvely small area, “as far as the eye can
lgellerauy a fixed point. The second type of observations
s‘i‘} 5 T e{f?rs to the position of the boundary of the large
2pg 4 Wilch often may bar the persistent efforts of
de.&son, aIJ’I‘;Iletrate farther mto the polgn' regions. For this
BeleTS cong also because the ice regime near land often
%% £0 o Siderably from that in a large sea, it was thought
to Thotiy nsider the two types separately.
ho greq. %}f‘}me_:g‘ the ce Is not taken Into consideration. Theabove term refers mainly
1514&4‘39\"‘;'“ ocean surfaco or elso to the persistence of the ice at a glven place.

Ice observed offshore.~The islands from which observa-
tions have been considered are Iceland, Spitzbergen, and
the South Orkneys. The latter lie about 600 miles due
southeast of the southern tip of South America.

The Iceland observations date back to the thirteenth
century. The early records were meagre and appeared
in the sagas and written literature of the day, but as time
went on they became more complete and systematically
compiled. Records of ascertained ice conditions at Ice-
land from 1233 to 1877 were compiled by the Icelandic
traveler T. Thorodssen (9), but for the purpose of inves-
tigation only those beginning with the end of the eight-
eenth century were thought to be sufficiently extensive
and trustworthy to warrant their use. From 1877, due to
better organization in the collecting of the observations,
they became more extensive and reliable. The ice con-
ditions were classified according to the length and charac-
ter of the ice period, whereby a day with “heavy” ice con-
ditions was given double weight. This index of duration
and intensity was designed by Meinardus (10) in 1906 and
has been accepted and employed by others since. Mein-
ardus made tabulations for periods of 1 year but since
then monthly periods also have been computed. It was
found that ice occurs most frequently during April and
May, and least frequently from September to December
(only once was ice reported in October during the nine-
teenth century). Most often the ice begins to appear
between January and March and it lasts on the average
2 months and 20 days. Since the earlier it appears the
longer it lasts, it is evident that the period of heaviest
ice falls in the spring. The causes of this annual distri-
bution were investigated by Meinardus (10) who pointed
out that the quantity of ice in the east Greenland current
is least in autumn, when the ice is so near the Greenland
coast that Iceland is almost invariably free of ice. The
beginning of the ice season at Iceland is determined by
the increase of the ice in the Denmark Strait which occurs
late in the autumn. If the increase is great enough the
strait becomes filled with ice and it begins to appear off
Iceland. Ice is also brought down, especially along the
eastern shore, by the east Icelandic current, which runs
in the southern part of the Greenland Sea approximately
between latitudes 67°~71° N. In extreme years by far the
greatest portion of the Icelandic coast is surrounded by
ice. In some years, however, the amount of ice is in-
sufficient to fill the strait and Iceland remains quite free
of it. (See fig. 1.)

Unlike Iceland, the group of islands forming Spitzbergen
experiences an abundance of ice almost all the year round.
This is net true, however, of the northern half of the west
coast, which generally remains free a considerable portion
of the year. The dominant factor in the ice distribution
is the warm current moving northward along the west
coast and the cold, polar, ice-bearing current moving
southward along the east coast. The latter current carries
ice also along the south coast and, like the east Greenland
current, often causes ice to round South Cape and be dis-
charged into the warm current thus to be carried by this
current northward along the west coast. The average
distribution of ice off the coast of Spitzbergen for the
period 1898-1921 was summarized by Frommeyer (11).
Only the 5 warm months, April to August, were con-
sidered. The ice character is given by the area of ice
in Spitzbergen waters, between longitudes 10°-20° E. an
north of latitude 75°. . . -

The other fixed region figuring in the investigations
is in the Southern Hemisphere, the South Orkneys. The
observations covering this region date back only to 1902.
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The index of ice conditions was designed by Mossman (12).
The character of the ice is defined as ‘‘open’ or “close”
and sometimes as ‘‘very close.” ~ The observations were
made every day from an elevated point on land and the
summary of ice conditions for each season refers to the
general conditions of the seas surrounding the South
Orkneys. The ice appears to have its source to the South
in Weddell Sea and it persists, at the islands, on the aver.

age, for about 8 months of the year. -

Ice observed at sea.—The second type of observations
concern the position of the outer fringe of the ice pack.
The mean position of the edge of the pack is computed,
for the Northern Hemisphere, for each month of the ice
season, from reports sent in by ships. From the position
of the boundary, the ice-covered area in units of 1,000
square kilometers can be determined by planimetrical
measurement (13). It is thus assumed that poleward
from the boundary no large areas of open water exist, an
assumption which probably is not true, in some sections
at least. The task of collecting and publishing the
Arctic ice data was assumed by the Danish Meteorological
Institute in 1899, but the records published by this
institution go back to 1894. The information is pub-
lished annually in the ‘““Isforholdene i det Arktiske Have”
(the state of 1ce in the Arctic Seas). It is given in the
form of a brief summary of the prevailing conditions
during each year, supplemented by individual monthly
summaries for the various regions. These are inter-
spersed with many actual reports.

The earliest systematic, continuous, and fairly reliable
data available are for Greenland Sea. The region is
defined by the Danish Meteorlogical Institute as “‘the
area between the meridian of Cape Farewell, the east
coast of Greenland, 80° N., and the meridian of South
Cape.” These data go back to 1877. From that year
to 1892 they were compiled by C. Ryder (14).. The
position of the boundary is represented cartographically.
The ice season in Greenland Sea is generally from April
to August inclusive, but pack ice is seldom absent from
the waters of northeast Greenland and the Greenland
Sea. The ice, during the season, is mainly composed of
fragments of the old heavy pack that have arrived directly
from the Arctic Ocean, plus young ice formed in the winter
and spring in Greenland Sea proper, and ice that has
drifted westward from Barents Sea. The influx of heavy
ice occurs in early winter. This ice, reinforced by great
quantities of young ice forming locally, spreads gradually
southward and eastward as a large mass. The most
southerly position of the ice boundary is generally attained
late in the spring. With the approach of summer the
boundary begins to recede, retreating to its most northerly
position in the autumn.

Systematically recorded and published observations
for Barents Sea date back to 1895. The region is defined
(13) as “the area bounded by the meridian going through
South Cape, the coast of Spitzbergen, latitude 80° N.,
meridian 70° E., and the west coast of Novaya Zemlya.”
The ice season is generally from April to August. Most
of the ice in this region is of local origin, which in part
explains its great seasonal and annual variation. The
other ice met with here is brought in from the north polar
pack by the current flowing southward along the east
coast of Spitzbergen, and from the neighboring Kara Sea.

The observations in the Kara Sea date from 1869.
However, the number of years for which more or less
complete records are avilable is small, but 21 years,
during the period ending with 1928. The region is
defined as the area bounded by the east coast of Novaya
Zemlya and the 70° E. meridian. It is generally almost

entirely frozen over until July, and only in August a%g

September is the variation from year to year sufficien?
provide figures suitable for consideration. Sever fa
tors exist which make the ice persist for a long time
grow very thick. L s
The Arctic fringe—In addition to the relatlonﬁ"hlpt
involving ice conditions in individual regions an atte 0
was made to trace a relationship using ice in the (ighe
taken as a whole. Practically no observations of | p
Arctic pack exist. It was thought however, that 5%
the fringe of the pack covers several regions wheré
conditions have been observed, a very rough estim? ei 0
the extent of ice in the Arctie could be obtained fro™
conditions in the former. Accordingly an indeX Ww.
designed for ice in the Arctic which is given by the follo
mg formula (4): 1
5 (Greenland Sea ice, April to August) + 7 (Barents Sea icés 1“:{) 27

to August) -+ 2 [3(Kara. Sea ice, August) 4 Kara Sea ice,
August).

Only the data from the Greenland, Barents, and K:nf;
Seas were employed. With the exception of Iceland 19
consideration of other regions was limited by lack of 4% o8
In the formula, less weight was assigned to Greenland pob
than to Barents Sea region. The reason offered was tc ,
the former region, being a far outpost of the Arctic P 1
is probably less representative than the latter T€8
Apparently for a similar reason Iceland and other l‘cgfl 6
were entirely left out of consideration. The values 0 .3
“ice index”” for the Arctic were computed beginning “yo
the year 1895. It must be noted in connection Wlt%)oye
formula, that the annual variations in ice in the # gy
regions often differ considerably one from another . ‘e
example, no correlation was found between ice Qf als0
Greenland Sea and that of the Barents Sea. Theres '
some evidence that when ice is plentiful in the 1\0&513
Atlantic region it is relatively scarce off the nor the
Siberian coast. ”

The last two regions to be considered are in the Wesh of
Atlantic; namely, Davis Strait and the region sout
Newfoundland. g 1

Daris Strait.—There are two distinct types of ,wtbaﬁ
Davis Strait, “west ice” and “storis.” “West ice’ 3% "o
which comes {from the Baffin Bay region and frOmorth
sounds and bays along the eastern shores of the 1l in
American continent, and the ice which is formed 1oc2” «
the strait itself. ‘Storis” is ice which drifts nortg]‘ﬂnd‘
from Cape Farewell along the west coast of Greé s o
In the height of the season the “west ice” stretchemﬂeS
eastward, while the “storis” forms a belt of many, . ins
in width. Under certain conditions the ‘“west ice Jhicb_
with the “storis” and the wide area of open watel . yon
normally separates them disappears. Since the V&' -
in conditions of “west ice’” was not considered in €0% 4
tion with the study of the pressure distribution, tb® per?
description below is limited to “storis” alone; and ol
after, by the variation in ice conditions in Davis * i
will be meant the variation in “storis” only. Th’sBjsiﬂ
composed mainly of fragments of the North Polal -~ 0
pack, carried southward by the east Greenland curT® th
Cape Farewell and thence round it and northwar s ?
warm current into Davis Strait. The “‘storis’ fogorﬂ"'
belt varying in width and compactness. It may =y
times attain a breadth of 200 miles, and again be exbl'rewell
narrow, only several miles. Its arrival at Cape ffa haﬁb
occurs normally in the middle of January. Jll,henn o
Bay to the mnorth is filled in February while Flskilorth
farther up, is reached in April. The farthest rarﬁly
usually reached by the ice is Fiskenaes, mor®
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ico(zﬁl(l)&abr&nd very rarely Sukkertoppen. With much
.Farewnﬁg the east coast of Greenland it appears at Cape
In Py 8l earlier; then it also occurs in greater abundance
Moy V8 Strait. The greatest amount of ice is found in
In A{lperh&.PS also in June; in July the ice decreases and
ot cgust; 1t sometires completely disappears from the
the g 0ast of Greenland. The observations employed in
of e\ldy referred to above date back to 1895. An index
de\risedcondltlons in this region on a scale of 0-10 was
Souih ¥ Speerschneider (15). )
Outlet, ¢ of Newfoundland.—Davis Strait serves as: an
ang ¢, %, the North Atlantic for the ice from Baffin Bay
leg tlleer relic sounds, to the westward. To this stream of
froane 18 added, on the way southward, the discharge
In ¢ o Udson Bay, Fox Basin, and other western channefs.
Coggt vicinity of Labrador the ice keeps close to the

er 2d eventually spreads out past Newfoundland,
the heilt Usually lasts from February to May. During
timeg o2 of the scason, March and April, the ice some-

Wholz extends as far south as the 40th parallel but on the
The 1% Temains within the limits of the shelf waters.
Bregq iation in ice from year to year is sometimes very
inq O.th cars with practically no 1ce have been observed
o ell;s Wwhen ice was very abundant.

Ships Observations employed in the studies of relstion-
Pecords ewfoundland ice date from 1860. The older
trang_ A IW ere compiled from reports of ice sighted b

the jeq tlantic ships on their regular crossings throug

Vera] Teglons off Newfoundland, and were published by

B}lreau IMstitutions such as the Upited States Weather
Slnce 19 the Hydrographic Office in London, and others.
Ingey, - 213 the observations have been compiled by the

Stugy, “onal Tce Patrol whose special task is to observe,
Obgep a‘#‘d forecast the drift of ice. From the various
tory; . 1ons the position of the ice boundary was de-
. Three » Usually for each month of the season.

Wyqlys OF More separate indices were used in the studies
Perjog lg Newfoundland ice. Meinardus (16) for the
geale of 860-1902 used the intensity of ice given on a
Chogy o2 to 42, and after 1880 with % unit steps.
“Suany f(17) considered the position of ice boundary
Yarig s Or each month of the season as determined from
Tecenty Observations for the period 1880-91. More
" Sealg g Oegllgmng with 1913, Smith (18) has employed

. In . .
tl()lls (i}gfimg the preliminary discussion of the observa-
{)l%ed ¢ character of sea-ice conditions it should be
tloy 8t the authors of the investigations surveyed
v Wa ¢ an attempt to limit themselves to years
gohditio;lsre characterized by o large variation in_the ice
g, iorf’ and years for which relatively complete in-
deghg, - To8arding these conditions existed.
E(’I‘tion Osf'\It I8 estimated that only an extremely small
I8, mo the ocean ice is composed of land ice, or ice-
,It‘arctic s(go';’lft,Which originate 1 Greenland and on the
Lthe a1 1nent.
latltudg h';e{, berg—producing regions of Greenland lie near
frergs that and south of it. The majority of the ice-
e°1n the ﬁnall‘y reach the open ocean are, however,
eaﬂt CO&stweSt side of Greenland. The bergs from the
nurrent 80 are generally carried by the east Greenland
o X thwgy Uthward to Cape Farewell then around it and
fro o0t apg 11 of these ever get into the Labrador
Q‘?In eagt 3 the open Atlantic. A few of the icebergs
Whrirent and reenland may be caught in the east Icelandic
o) ch hay bthen carried far southeastward. The bergs
1°we 2 been observed near the Faroes probably have
2t route, The icebergs that come down with
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the Labrador current to the offing of southern New-
foundland, the ones which concern us in this report,
originate mostly on the west coast of Greenland. Rela-
tively few are produced by the glaciers on Baffin Land
and elsewhere. The actual number of bergs carried
to the Newfoundland region (48th parallel) is observed
by the ice patrol, and a table of these numbers
beginning with year 1900 has been published by the
United States Coast Guard (19). The season for
icebergs is from the middle of March to the middle of
July, with the maximum occurring in May. :

There is very little information about the iceberg regime
of the Southern Hemisphere. The London Meteorolog-
ical Office has been pub)i)isbing the number of bergs sepa-
rately for each of the three oceans which comprise the
Southern Ocean (Indian, South Pacifie, South At-
lantic) since 1885. Earlier records are contained mainly
in two papers by H. C. Russell (20). One of the heavy
ice-producing regions is the Ross Barrier in the southern
fringe of the Ross Sea, another is in the Weddell Sea. It
would appear that there are other numerous berg-produc-
ing regions on the Antarctic Continent, but since a great
portion of this land is unexplored there is little known
about the place of origin of many of the bergs. However,
the icebergs caught in the pack are freed for the most part
when they reach the Ross and Weddell Seas. Unlike the
Northern Hemisphere where they are generally confined
to a rather limited area and to a more or less definite
season, the Antarctic bergs have been observed in almost
every longitude of the South Ocean, and in  every
month of the year, although most frequently and in
greatest numbers in the South Atlantic. They. are natu-
rally far more numerous and often much larger than in
the Northern Hemisphere, and generally drift from west
to east (in the open ocean) advancing in large numbers,
often more than a hundred at a time. -

Teebergs and pack ice.—While in the main sea ice and
land ice were employed separately in the various investi-
gations, in a few cases icebergs were treated together with:
the pack ice appearing in the same region. The question
that arises is whether there is any relationship between the
two types of ice, and to what extent the presence of one is
an indication of the presence of the other.

In the regions of origin of ocean ice the shape of the
coasts and general distribution of land will exert a strong
influence on the movement and direction of the floating
ice, sometimes causing all the ice to follow a single course.
In the relatively open seas, wide straits and sounds, ice-
bergs are carried mainly by the current, while the drift of
pack ice is affected greatly by the wind. In such a case
the one will move more slowly than the other and when
the direction of the current is different from that of the
Wlnld 2the icebergs will move “away” from the pack ice or
pack.

The mutual relationship between pack ice and icebergs
insofar as it concerns the investigations with which we
are concerned appears to be as follows. In the case where
there is an abundance of pack ice along the coast, its
presence will tend to prevent the bergs from leaving the
region of their origin, even though the pack itself is
dnfting. Thus the relative smallness of the number of
icebergs that come down from the east coast of Green-
land is due to some extent to the heavy pack ice drifting
southward along the coast where grounding in the shallow
bays is very important, with the result that the heavier
the pack or the farther the extent of sea ice, the fewer the

1 The sight of bergs moving in an apparently different direction from the main pack
isa ;sommon sight. Ign some cases there & an actual difforence in direction.” ((21), page
375.
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icebergs observed. Conversely, the absence of pack ice of the 10° longitude and the 5° latitude circles. In ﬂvddlt
may be associated with a large number of icebergs. Thus tion the differences in pressure between the two point® ar
R. C. Mossman states ((22), p. 410) “the absence of the 20° W. and at 20° E. aﬁmg latitude 70° N., were giver fgs
pack in the Weddell Sea area (and the high temperature) each year of the entire period except 1883. This year ¥

were in some way associated with the extraordinary left out because of insufficient data. s
accession of icebergs reported last winter (1908) in the  An examination of the pressure departures for the 8%
region of Cape Horn and in_the South Atlantic as far bounded by latitude 60° and latitude 70° N. and by loﬂ%‘e
north as the 40° of south latitude.” In some cases, tude 10° and longitude 30° W. (Iceland region) shows 0
however, an abundance of pack ice means also an abun- pressure in 1882, and to some extent also in 1881, to P,
dance of icebergs. Thus 1906 is regarded as a heavy ice been below normal, while in the other 2 excepti"n-aht,
year, from the standpoint of both icebergs and pack ice heavy ice years it was above normal. For the 2

b ) 0
in more or less the same regions. Also E. H. Smith (18) years, the pressure was considerably below normal, mof

found for the period 1880-1924 a correlation coefficient than in the case of 1882. For the area bounded bY tbe
of 0.87 between the number of icebergs and amount of
pack ice south of Newfoundland. —

The presence of ice in bays and inlets and along the 1 om®

coast prevents the icebergs floating on the outside edge
of the pack from stranding. Thus a large amount of
pack ice along the Labrador coast means a large number
of icebergs. The above discussion allows the conclusion
that the relation between icebergs and pack ice depends
on the local conditions.

1I. RELATIONS BETWEEN POLAR ICE AND METEOROLOGICAL
DATA

Introductory remarks.—Before presenting the results of
the investigations it must be reiterated that in accordance
with our plan there will be considered in this section of
the report only relationships between the Arctic and
Antarctic ice and the meteorological elements in the
adjacent regions. Relationships involving more distant
regions will be treated in the remaining sections. R

Brennecke (23) and Meinardus (10) found early in
the century, that years characterized by heavy ice condi-  -2°
tions off Iceland and in the Greenland Sea in general,
tend to be accompanied by relatively high pressure in
the vicinity of Iceland and Greenland and relatively
low pressure over the Norwegian Sea and northern Nor-
way. Conversely, years characterized by light ice condi-
tions tend to be accompanied in the same regions by low
and high pressure respectively. More recently Wiese (2),

;
%

1 | I { —:j |

Brooks (24), and others, using more extensive data, have 25
found practically the same relationship. It wasindicated 1881 '83 85 ‘87 ‘89 91  '93 ?
from the material emp}OY?d by Memm'du§ that 9450 the 1= Pressure difference between 20°W and 20°E long. at 70° N Jat
subs@quent pressure dlstnbutl.on is associated with ice 0= Air temperature, departure from normal, Stykkisholm
conditions but it fell upon Wiese a'Ct'ua'uy to show that Il= Sea surface temperature, departure from normal, Papey

this clzlqnnegtion is apparently real. The search for rela-
tionships between the pressure distribution and ice con-

101 ; - -- ght i ‘
ditions was extended to include on the one hand other N N );“ 5‘;’"9“’”3‘ b:’OW nor:nal i Ver;{ light ’;ay o
regions abounding in ice, and on the other hand, the ¥ 0VRE 2 Rlaom of pro N o e aos, oy o 10 MY’
pressure over wider areas.

++ Very heavy ice + Ice somewhat above normal

o N:
. Norwegian coast, by latitude 60° and latitude 70 ioﬂ)
A. Sea ice and the weather of adjacent regions and by the Greenwich meridian (Norwegian Se2 l'egfouf
1. NORTHERN HEMISPHERE the pressure was below normal in every one of ee&rs'
. . heavy years and slightly above normal in the 2 light };.epﬁe
Pressure.—The earlier efforts were generally limited to More significant is the trend in the pressure dil"eN.
the study of the pressure departures at a few points and between the westerly and easterly points on lat- 7 ﬂ,ﬂd
to the variation in pressure differences between some of (Greenland and Northern Scandinavia) during thest 9)
these points, in relation to the variation in ice conditions. the other years. An inspection of the diagram (86¢ Ho%
Thus Brennecke, in 1904 (23), gave the spring pressure shows that the pressure differences during the ex¢eF o
departures (from the 20-year mean) for a number of ally heavy and during the exceptionally light yef"rebeloﬂ
points in the North Atlantic, for each of the 4 exception- respectively, considerably above and considerab o 4
ally heavy and the 2 exceptionally light ice years in the the normal value between these points, whic 159 6.5
Greenland Sea region which occurred within the period millimeters. The average for the four E-+ years ¥ W'ﬂb
1877-95. These years were: exceptionally heavy, E4-, millimeters, and for the two E— years nearly zer%  yo
1881, 1882, 1888, 1891; exceptionally light, E—, 1884, the exception of 1885 and 1895 the same trends 870 1o s
1889, The mean pressure values and departures were also for the years characterized by only moderaf’ey
obtained for each of the points given by the intersection normal ice conditions,
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presgﬁr:bp\’e results (see table 1) show that though the

When |, In the Icelandic region is not always ‘‘high”
higher Galv ¥ ice conditions prevail there it is nearly always
Nopw, relative to the normal than is the pressure off the
eglan coast,.
T“ﬁ}m 1L—p,
20° aﬁ"d 70

¥

'epartures from normal of pressure in millimeters at 20°
o N., Alten and Bodb, and departure differences between
N., and Alten and Bods, respectively

¥ 20°W.,| Alten— | Bodt— | 20°W., | 20° W,
ears 0°N.| 2°E,, | 1 E,, |70°N.~|%0°N.~
70° N 67° N, Alten Bodd
}ggé ...... Heavy, g
S ~0.6 1| -2.3 3.5 L7
22| —42| -32 2.0 1.0
2.4 11| -L4 3. 88
14 1] -6 3.5 3.0
: -1.9 2.1 19| -40| -38
Mg oo -16 0 8 -25| 22
e gggﬁl‘ﬁg-g&gf:;s- e 7618 | 7682 | 7683 |oceecooe|ooeaono
A",’g:;;._f_’_’“s“re diference, B | T 3.4 53
Gl P i LT ¢ VN U S

ye&l‘s,_‘f{?ssure difference, £— | | | 6.5 8.7
.................................................... -6 -5

) U
200 %%,plt,? g,he negative departures in 1881 and 1882 at
Yotrags? (0° N., which were apparently produced by the
(seq fig 3°f the Greenland anticyclone northwestward
doye) > ), there is still maintained, by virtue of an intense
Pressur;n ent of the Norwegian low, an abnormally large
188) 4.0 Uifference. We thus may look upon the years
Pl‘esS-ure 1882 ag characterized by a general deficiency of
lti > con deer the entire region. The relationship between

Ireby‘ tions and pressure difference is not impaired
.

IStrii?f% Wiese (2) published maps of the mean pressure
SOH for the North Atlantic and Europe for the
Le&ummer, and fall seasons, averaged separately
vy and 4 light ice years in the Greenland Sea
© period treated was 1880-1916. The pressure
In the study were in part Hoffmeyer’s
In part maps constructed from available data
yem‘esnt;ra,l Geophysical Observatory at Leningrad.
Vo 1880 and 1911 were not included because
8 of S maps were not available to Wiese. Further,
Sscarclty and unreliability of ice observations
r6’ 1889, 1893, 1894, these years also were
+<{m consideration. The years selected were:
E\1§81, 1882, 1887, 1891, 1895, 1896, 1906.
. The chay 97, 1899, 1904, 1908.
I,g’lditi()ns ﬁtc'ﬂer of the year was determined from the ice
oh0ng g etween latitudes 67° and 71° N. Two of the
thser‘?at%:menfby Wiese for this choice were (1) that the
iee fast I sl rom farther north are scarce; and (2) that
the‘be‘&ringe and current branches away from the heavy
th:t the o 2886 Greenland current south of 71° N. so

¢
Al

md_p&ren‘zl':& chosen represents best the ice transport of

,Il‘(l:la,tol. urrent which, in turn, is quite probably a good
8 g

shrellnec {f;‘s‘gﬁ results appear to be quite consistent with
Ort, I:)dfmgs (see tablc}a1 2) vlzhibch were based on a

N In epty OF Years, even though, by virtue of the dif-

Tl]llthors di‘fﬁfrlterm for ice conditions ’employed by the two

°'°hu§ 1884 (léls‘ent years were sometimes used by them.

o Sdereg’ 88, and 1889 were not used by Wiese, who

t

pl?i presSuligr the sake of comparison I present in table 2
Wty alreny t;rerence obtained by Wiese between the

Ol 1ce conditions in Greenland Sea.
forepor Period
e
"mgy d them only moderately, not exceptionally, ab-
eated by Brennecke.
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TABLE 2.—Spring pressure difference in millimelers between 20° W.,
70° N., and Alten and Bodé

Brennecke Wiese
(1877-95) (1880-1916)

7 years

20° W, 70° N —Alten.c oo oo eeeeeeecemcmecmmmmmeen 4 yeans‘ 5 y 4.5

20° W, 70° Ni—BO0G0. o e ecemommeocccccaccomemc e 5.7 4.0
- 2 years ears

20° W., 70° N~ AMeD. oo oo ccmaccacean y —0.6 4 0.8

20° W, 70° N.—Bodb_ ... . _TITITTTTITITITTITTT -3

The agreement is reasonable and bears out the fact that
when heavy ice conditions prevail in the Greenland Sea
region the pressure gradient from Iceland eastward is
steeper than normal.

In 1906, Meinardus (10) presented the monthly depar-
tures from the normal, as well as the mean pressure dif-
ferences between Stykkisholm (west Iceland) and Vardo
(north Norway) for heavy, E-}, and light, E—, ice years
off Iceland. The values were based on a period of 35
years (1866—1900) during which time 7 years of the E--
type occurred and 6 of the E— type. He found (see
table 3) that the value of the pressure difference, which
was normally ne‘%ative, was smaller for the E+ years,
from October to July, inclusive, but somewhat greater the
remaining 4 months. In some months, March to May,
the pressure difference actually became positive. For the
E— group the negative pressure difference became larger
for every month except July but the increase was not as
large as the decrease in the other case. From an exami-
nation of the differences between the departures (last line
of table) it appears that a consistent relationship betweea
ice conditions and Stykkisholm-Vardo pressure difference
is maintained from October till July. Its essence is that
heavy ice conditions at Iceland, generally from January
to July, are preceded from 1 to 2 months by relatively
high pressure at Stykkisholm and low pressure at Vardo,
generally from October to June and, conversely, by low
pressure and high pressure, respectively, when the ice
season is light.

TaBLE 8.—Pressure difference by months Stykkisholm-Vardo and
préssure departures from the mean in heavy ice (E--) and light ice

(B—) years
PRESSURE DIFFERENCE (1866-1900)

X {XI|Xm| I |IX || IV V | VI|VI|IVIII[IX | X | XI

Eto.... —0.5| 0.0/-1.0[—0.9(-0.11 0.9 1.6/ 1.8 0.0[—11[—2 2|~38.2(—-2.5{—3.2

E—~uo.n- -2, 2|—38. b{—b. 9|—5.8|—3. 2{—1.7[—2.1|—2.8{—2.0f —.9|~1,9]~1.0|—1.3|~3.5
DEPARTURE FROM MEAN PRESSURE DIFFERENCE (1866-1000)

E4..eo) 0.7 2.0 2.0] 3.60 2.0 2.1 2.4 2.4} 1.6] 0.6{—0.7|—1.7(—1.8|-1.2

—————— —1,0/—1.6{—2.0{~1.8| —. 2] —.56(—13|~L7 ~.4 .8 —. 4 —. 4 —.1—L8

Differ-
ence.| 1.7 3.5 4.9 4.9 3.1 2.0l 3.7 4.1] 2.0} —.2| —.3[~1.3~12f .38

In 1923 Brooks (24) using the period 1901-19 found
the average pressure at Stykkisholm, in the majority of
the 43 months ® during which ice lay off Icelan(i, 2 mb.
above the normal for the corresponding months. Taking
the actual days during which ice was reported and con-
fining oneself to periods of more than 5 consecutive days
the mean deviation during the whole of the 701 ice days
thus obtained was 6.7 mb. This result probably means
that when the Stykkisholm-Vardo pressure difference
diminishes it is generally due at least In part to & rise at

he majority and what those months

3 T could not learn from his article the extent of ¢ e O iy occurred during the

were, but, from our knowledge of the ice season,
winter and spring.
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./
PRESSURE DISTRIBUTION IN YEARS OF LIGHT AND
HEAVY ICE IN GREENLAND SEA, MARCH-MAY
LIGHT ICE
1884 18689

1881 882

18688 1691

FI1QURE 3.—Reproduced from Brennecke (23).
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0:?;10{1“5}1011}1: We can also compare Wiese’s results based
¢ conditions in Greenland Sea region with the findings

einardus for ice off Iceland. The spring, summer,

Styki:}ltumn pressure differences in millimeters between

(nory sholm and Vardo for the E+4, E—, and all years

al) are respectively:

Spring Summer Fall
S AR el Rl b Rl
i
0.

Melngggs +-nvveme- L8| =35 e —1.0 | ~0.5 |-mecn.- —2.0 | =2.0 | ...
---------- 13| —22 =01 -11]-1.6| =16 | —3.0 | —2.2| —1.8

Thg
Dorma) for the period 1866-1900.

Th

lim(;t:(%reement of trends is close but its significance is
diffpg by the fact that the ice regime at Iceland proper
Ingjq, arkedly from that in the Greenland Sea region.
the « Btally it appears that the pressure difference during
of jog oon€r and fall, shows the same trend for both types
(opp, Conditions. However the pressure difference itself

N ally negative) is accentuated during August to
. In

Qvember,
leg 00}1%2.8_, Frommeyer (11) investigated the variation in
1895 gltlonq in the Spitzbergen region during the period
anq o, 221 with the pressure difference between Vardo
of 4o aYkleholm. Frommeyer found agreement in sign
Yeq c{ltm'e and trends in 16 out of 23 cases, while for the
10 ¢, . aracterized by large variations in ice conditions,
the D 8, the agreement held throughout. The nature of
Prey, ﬂp?rent relationship is: When heavy ice conditions
the rem the Spitzbergen region during May to August
Sy, (HSSure difference Vardo-Stykkisholm tends to be
When i, ormal difference is positive) and, conversely, large,
of the o cOnditions are light. A simultaneous correlation
of < pgessure difference with ice area gave a coefficient
M gppoe (8. B.=0.21)¢ 1t was also pointed out that
Yearg Iloli;mal pressure difference existed during several
In 1039 characterized by exceptional ice conditions.
tongigso e, Brooks (25) investigated the bearing of ice
ihstribut.s In Davis Strait (‘“storis” ice) on the subsequent
sleg, lﬁn of pressure in the neighborhood of the British
On g sea] 8 severity of the ice conditions was _estlmated
o ooy ©0-10. He found an excess of pressure in western
Ollowi
‘?}L%rrelgmng comments by L. F. Page explain the probability indications attached
the Dapern coeffiglents in this report:
gy a Steviewed, most of the correlation coefficlonts were followed by 8 probable
Culated 1y, 0.6745 (1—rD).
:ﬂe - om the formula P. E'=~71T__ The distribution of r when p,
0 €,
Co v:;, by 15’@,1,‘3'011 in the })arent population, is zero is nearly normal, but it has been
Bt o Hore (Metron, I, pt. 4, pp. 1-32; 1921) that 8s p increases the distribution be-
¥ Tosent eq ‘flore skew. Henco an equal range above and below a value of r does
lﬂher 8bove fOI'niﬂ lDrobabﬂxties in both directions and has no real meaning. Further,
(Statlsuc 1“ a, 7 gshould be replaced by n—1 and r by p, which is not known.
anlé'lethods for Research Workers) suggests the use of 2, a function of r,
te1. We reade epends only on n, but it was thought this would introduce too much
delmo 2%e {ntoren Dot familiar with this concept.
b, nﬁ‘,“ns fo ndt"d here in knowing within certain probability limits, whother the

© can, thetlre real, that is, whether they oxist in the parent population of similar

rEetl;ing by éefm'ﬁ. assume the real correlation to be zero and estimate the proba-

ance, in & sample of the size used, & correlation coefficient of the value
o correl . Los L
ation is zero, the formula becomes P. E. Jasi or8.E.= Jasi

er hag
been used, in conformity with modern statistical practice. Tables of

* Uthe tru

ey
BSsociated with é are avallable in most texts on statistics and many other

Ome
o 2 Indteation may bo obtained from the following probabilities: %_a‘l,
s
iy ould
b 3”‘; are g‘x{i&i‘;’g‘“‘wd that in many cases, especially where lags are Introduced, cor-
{hatly" 8 theor 4 for many combinations of the factors, and the highest are chosen
o %pa,sigmﬂcang' This obviously increases the agtual probability of obtalning ap-
DergjoTato obxe"a\t'?lnes. A further source of error Hes in the fact that in many cases
itase effectg ons of each element are not independent, either because of trends
of n3 4o, ene are | n-d The formula for the standard error is calculated on the assumption
°bta&ind&nt obser ¢pendent and it is easy to see that it n were reduced to the number
B high ¢, vations, the standard error would be increased and the probability
Irelations by chance would be increased.”

2
0.003; — =4, P=0.0001.
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Europe during July to December associated with ice in
Davis Strait a year and a half before. The figure giving
the average change of pressure corresponding with an
increase in Davis Strait ice from a scale value of 1 to 10 is
reproduced in figure 4. The relationship was indicated
from a correlation of the two elements and it will be treated
subsequently in more detail, together with other similar
relationships involving different time intervals.

In the paper “On the variation of the North Atlantic
Circulation and its Consequences’ (26) Meinardus treated
the variation in the annual pressure difference between
three pairs of stations, Copenhagen-Stykkisholm, Ponta
Delgada-Stykkisholm, and Toronto-Ivigtut, with ice
conditions near Newfoundland. The author computed
the pressure difference for the three pairs of stations
averaged separately for the five degrees of intensity in ice

AVERAGE CHANGE IN PRESSURE, JULY-DECEMBER,
11/2 YEARS FOLLOWING INCREASE IN DAVIS
STRAIT ICE FROM INDEX OF 1 TO 10

STYKKISHOLM

x
°mb o

" THORSHAVEN
4mb

®

[4 1 4
"6 VALENTIA 3
N \ 3

e

PONTA DELGADA

F1aure 4.—Reproduced from Brooks (25).

conditions. The values obtained as shown below indicate
that when ice is in abundance near Newfoundland the
pressure difference normally positive is increased, and
vice versa.

Character of the ice years off Newfoundlandl and corresponding
pressure departures

Ponta _ Copen- B

Inten- | moronto-| NUM- N Dejrada- Num hagen- Il;l'um

sity of Ivigtut ber of Styk- ber of Styk- er of

lce 8505l pjgholm | 8588 || kisholm | ¢85

mm. mm. mm

2 .1 3 3.5 4 2.9 8
1 b 8 .9 10 .8 11
0 0 7 .3 10 .2 10
-1 —.8 3 ~1.2 5 ~1.4 7
—2 -1.9 & —3.86 —3.4 7

Kissler (27) treated the relationship between ice condi-
tions in the North Atlantic, 50° W.-70° K., and the
spring pressure difference between Copenhagen and
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Stykkisholm, over the period 1892~1931. He found for statement however is limited by the fact that the 106
the mean pregsure differences for the 9 heavy, E+-, and regime over that region is not uniform. 1y
8 light, E—, ice years respectively: E--, 0.6 millimeter, Defant (28) correlated ice at Iceland with the yo# py)
E—, 4.1 millimeter. The above result indicates a tend- meridional pressure gradient over the North Atlantic

AVERAGE FRESSURE DISTRIBUTIONS FOR7 HEAVY AND 4 LIGHT ICE YEARS
FOR SPRING, SUMMER AND AUTUMN. ICE SEASON, APRILTOJULY

LIGHT ICE HEAVY ICE

F1oure 5—Reproduced from Wieso (2).

O
0
ency for pressure to be relatively high at Stykkisholmand well as the west-east gradient over Northern I‘it)lf ot
low at Copenhagen when heavy ice conditions prevail in  He obtained respectively r=-—0.59 (S. E.=02
the region between 50° W. and 70° E.; and conversely, r=0.71 (S. E.=0.18). , esﬂ“s
relatively low and high, respectively, when the ice With regard to the table above and Defant qﬁrereﬂ"e
conditions are light. The significance of the above must emphasize the fact that the pressure di



I
ﬁg:&sent annual values while the average ice season at
from OJlmdlzmd is from February to May, and at Iceland
short anuary to July, and hence they represent much
resser periods. The disparity in the time intervals of
of thure difference and ice seasons limits the significance
® above results.
siderable advance in the studies of variation in
) with ice conditions was made when synoptic
isol egan to be employed. Instead of limiting oneself
Dictyy, ated points, or to pairs of such, a simultaneous
obta ¢ of the pressure element over a large area was
lan, d‘ggg- The 1ce region mainly considered 1s the Green-
gﬂggennecke, in the paper previously referred to (23),
Charts of the March~May pressure distribution over

\

A con,
pressure

PRESSURE DIFFERENCE (SEPTEMBER-NOVEMBER),
YEARS OF MUCH ICE IN THE GREENLAND SEA
IN APRIL-JULY MINUS YEARS OF LITTLE ICE

\\

FigUurg 6.-—Reproduced from Brooks (4).

the
eachl\i(;rth Atlantic 40°-75° N. and adjoining regions, for
and 188t e 6 abnormal ice years. (See fig. 3.) In 1884
alop 9 (light ice years) the pressure minimum, normally
isappenle (West coast of Scandinavia has completely
scuthg:ared- Instead, there exists a single depression
Greenl est of Iceland. The pressure gradient between
°°Iltraa‘nd and northern Norway is practically zero, in
1889 8t to the normally pronounced gradient. In 1881,
exthe’rb » heavy ice years, the Norwegian Low_ has
g €come intensified or suffered a southward displace-
DPregg, . 1 either case the Greenland to northern Norway
&pparee gradient is above normal, in 1881 and 1882,
Coggt,. ntg’_ due to an intensification of the Low off the
Ing &ﬁgn 1n 1888 and 1891 mainly because of strengthen-
othe southeasterly shift of the Greenland anticyclone.
northerll‘ common feature of all the heavy ice years is
8 gopg, ¥ winds between northern Norway and Greenland
In otha sted with easterly winds for the light ice years.
tipes l;‘}r.n‘aspects the pressure distributions for the two
thepg is e years differ little from each other. However
'(Az()res % tendency for the south-north pressure gradient
5 05pget celand) to be less in heavy ice years. This
Loy hamny evident in 1888 and 1891, when the Icelandic

Withs Practically disappeared.

*Weragedmore extensive material available Wiese (2)
resp%ti the pressure for 7 heavi and 4 light ice years,
Varigg Vely. “Tike Bremnecke, he employed the ice

i 2 ¢ .
w M n Greenland Sea region; however, in addition
Mgy,
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to the spring pressure distribution, he gave charts for the
summer and autumn. (The ice season ends in July.)
The area considered is also more extensive. It includes
a larger expanse of the North Atlantic and all of Europe
eastward to 70° E. longitude.

There appears to be a close correspondence between
Wiese’s results and those obtained by Brennecke for the
spring season. (See fiz. 5.) With the E— group, the

AVERAGE PRESSURE DISTRIBUTION, MAY, FOR
HEAVY AND LIGHT ICE IN THE BARENTS
SEA IN THE SAME MONTH

HEAVY ICE

&

s

FI1GURE 7.—Reproduced from Wiese (6).

Norwegian Low is absent; for the E+ it is very intense,
in fact, deeper than the Icelandic Low. The refationship
between the pressure difference between upper Scandina-
via and Greenland, found by Brennecke, is substantiated.
The tendency for a small south-north pressure gradient
for the E4 group is bere very definite.

Comparing further the E+ and E— maps, one finds for
the first group higher pressure in the vicinity of Iceland
and Greenland and lower pressure elsewhere, with the
exception of the British Isles. A general feature of the
E+ maps is a filling up of the low pressure centers 1n the
North Atlantic and a flattening of the Azores HIGH and
the high pressure field over eastern Europe and also of the
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TABLE 4.—Relationships between ice and approzimately contet™”

{Summary of the w8
Number of ice Pressure in ice years
years
Region Tce season Author ;‘;‘;fggsgé
%%?)y :([’Ii,‘-gl];' Place or region Months affected
A | Greenland Sea and | January-July.oeoeooooo.-. Brennecke. ... 1877-95 4 D T I ey
Tceland.
A | Greenland Sea...--...| April-July.. Wiese. -| 1880-1016 7 4 | Greenland Ses, Iceland regions.....oo.o. .. March-May. . -- -
British Isles.. .. . .. oo | [T SRSl
Norttlhern Norway, Norwegian Sea and else- |..... [ [ SRSl o
where. -
A f.as L i e L I el PR L 1880-1916 7 4 | Barents 8ea. ... eeeeaens June-August...-~--"""_,
British Isles. . oo icemaaea e do..._. """"Eél:-“
B |..... Lttt Rt Q0. 40 1880-1918 7 4 %elnt%d, %reenland, Barents and Kara Seas__.| Septomber-Novem ™",
A | Tceland.ooooeeeeeoee January-July ... Melgardus. ... 18661900 7 g | vostern Burope.....o...oooooo e 0o
Bl PPN do... .l Il d 1866-1900 7 O RSO biy]
Ao [ 13 TS, do 1901-19 43011113111:!15 Stykkisholm.____.._________ . ... January-July (prob®
ays .
A oo (s (< SO DU L L S 1880-1005 |- oo |ee e e e e e
A | Barents Ses........... Aprﬂ(—f)&ugust (only May { Wiese_........_. 1896-1916 March-May. .-~
cdon T
A[B°PW-T0°E. ... April-August. . _..ooeaae.. Kissler-.._...... 1898-1931 e,
A | Spitzbergen. __________] ___. [ 0 S Frommeyer. ... 1808-1921 I PR oW
B | Davis Strait__......_. January-July...._..____._ Brooks. .......- 1895-1927 July-December {0
ing year,
A;.;— Newfoundland...._.._ February-May....cccoeuo. Meinardus.__... 1860-1902 }‘; H ............................. g_}.,_-.__.--——-“: ::::
1 L3 P I

Siberian maximum. This brings about a diminution of
the pressure gradient over Europe and the North Atlantic
south of latitude 60°. The pressure difference between
the Icelandic Low and the Azores micr and 60° E., 50° N.,
respectively, is about 8 millimeters and 9 millimeters for
the E+ years as compared with 12 millimeters and 13
millimeters for the E— group.- On the other hand a con-
siderable pressure gradient is maintained north of Iceland,
because of the rise in pressure over Greenland and its
vicinity and a deepening over the Norwegian Sea. Thus
between northern Scandinavia and Greenland the differ-
ence is the larger for the E+4 group. (See table 2.)

Less marked differences appear from a comparison of
the summer maps. The mean pressure is lower over
Great Britain and Scandinavia and markedly higher over
Barents Sea for the E+ group. The pressure gradients
do not on the whole differ in the two cases.

During the autumn (well past the ice season) the pres-
sure distribution over the North Atlantic and Europe is
characterized in the E+ group by a comparatively higher

ressure in the vicinity of Iceland, Greenland Sea, Barents
gea but considerably lower pressure over western Europe.
(See figs. 5 and 6, prepared by Brooks from Wiese’s
results.)

Wiese (6) also constructed maps giving the May
pressure distribution for years with heavy and light ice
during that month in Barents Sea. Comparing the two
pressure distributions (see fig. 7) he found for the E-4-
group higher pressure over Greenland region but notably
over Barents and Kara Seas, and much %olwer pressure in
the Baltic region. This appears to be due to an extension
of the Greenland anticyclone far eastward, while the seat
of lowest pressure is shifted from Iceland in the same
direction. 'The north-south pressure gradient over
Barents Sea becomes steep.

Brennecke and Wiese described at length the variation
in position of centers of low and high pressure and the
configuration of the pressure fields with ice conditions.
Wiese’s results, based on averages of several years, differ
little in essentials from Brennecke’s. They can be

deseribed as follows. (See fig. 5.)

In spring, the Icelandic Low for the E-4 group ¥ 11;
the same position as for the E— group, but is sup?
mented in the first instance by a low in Davis Strait 2,
another off the Norwegian coast. Comparatively sped d
ing, the Azores HIGH appears to have retreated soutbW o
(see position of 765 millimeters isobar) but its northe? b
ward extension (761 millimeters isobar) is farther ﬂ,orted
The Siberian m1GH has retreated eastward. Assoc1®™y
with this difference in position of pressure centers *
difference in orientation of isobars. .1, the

In summer, a comparison of the E4 group with e
E— group shows an extension of the Polar high—pl‘essthg
field over Barents Sea, a displacement southward of it
west Siberian rLow which extends into European 105
8 retreat of the northeastward extension of the A%’
HIGH, and a new area of low pressure over the Scandin®
Peninsula. b

During the autumn we have for the E- years a 80 4
eastward displacement of the Greenland high—PT"'SSthe
center and an extension, in the same direction, O pe
Icelandic trough of low pressure. The feature of vof
E— map is the presence of a high-pressure ared a1d:
Europe and a corresponding shift of isobars north¥ g 38
A notable difference in the configuration of the iqob”rnoe
shown over the mid-Atlantic area. In the latter lnst?vith
they run in a southwesterly direction as contrasted
a westerly orientation in the E4 group. W

Added information bearing on the above results 85 the
as indicating other relationships is contained 1 :no
attempt made by Brooks and Quennell (4) to deter™ s
statistically the possible influence of the Arctic lceterﬂ
the subsequent pressure distribution over the F#%":
North Atlantic and western Europe. All availe Ieroﬂl
data extending over periods varying in generd orth
about 30 to 40 years from several regions in the . sd
Atlantic and Arctic waters were correlated separitbel joné

jointly with pressure and other elements at nine Stélﬁeeﬂ’

distributed over western Europe, Iceland, an ty%
land. They are: Jacobshavn (West Greenland); 1°tis
kisholm, Thorshavn (Faroes), Vardo, Bergen, Y2 reS)'
(Ireland), Paris, Berlin, and Ponta Delgada (A0
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Por,
tes: "y (4) and subsequent (B) pressure and pressure difference
fﬁ Presented abgve) -

Pressure in e years Pressure difference {n {ce years
Elem,
entof| Element of
L ;?;sg,',“ L;gg:oflce Place of region Months affected i&e:‘geu;ge Heavy lco season L;g;:stoi:e
Greenland minus Northern NOrway.-.oaa-. March-May...coeun-- Larger.. Smaller.
Arzores minus Iceland.__ a—— -a---do . Smaller. ... . Larger.
Greenland minus Northern NOTwWay . cvumeeof-un- L S | £:() SN Smaller,
Azores minus Teeland ..o .ccocuoinivannann]onnn [ 1 O, Smaller. .. oo ceernanecamm - Larger.
North of Iceland minus Icsland. .. comeeeoennas do. PR () .| Do.
Europe, North Atlantie __..oooooviaanaas June-August-........_ Little differenco.
South of subpolar North Atlantic Low...... September-November. Smaller......... Larger.
Stykkisholm minus Vardo. -ceocacemoconeeee March-June.........—- . T O, Smailll]t;rh(lé?rmal negative difference di- | Do.
minished).
do August-November....|...do.......| Greater than normal with both E-- and E—.
North Atlantic south-north... Year... 8 FON {+ T, Smaller. c——- Larger.
Northern Europe, west-east ORI ORI S Larger. ... ..| Smaller,
Barents, Kara Seas (north minus south)_.. [ March-May........-- PR Y FOR [ . Do.
Stykkisholm minus Vardo. - cceecenmcoenamco]een-s de. -..do Smsilln?rh ég;nrmal negative difference di- | Largor.
minished). :
_____ do. May~-August.....ccaeefeael0nea .} dO. . waeel Do.
Ponta Delgadsa minnus Stykkisholm.......... October—Sentembér. _teo.doo.-....| Larger_._. Smaller.
Copenhagen minus Stykkisholm ... __f_... e {1 S, PR s s TR PR do..... Do.
Toronto minus Ivigtut. .. .o vaiaas]aaees do JEVISE) RO T SRS PR do. Do, -

Qll&r
y te;'ly means of pressure were employed. A large
of correlation coefficients involving relationships

Wer, rgla‘t“’ely few variates but with varying time 1a%s
long “°Mputed. In afew cases where the record was fairly
ho :)glélore than 50 years, the observations were not
Can hq (Ii’.eo_\ls, but in such cases two homogeneous periods
to coroiStinguished. The authors therefore thought best
Obseyy, 4 Ut separate correlations for the two series of
8 dig, 2Ul0ns and consider their weighted mean. Often

eement between the two sets of coefficients was

foullls agr

Whoge el number of significant coefficients, those
Smg]] | U8 is greater than might arise by chance, is very
Dbearg tOWeYer, it should be noted that a physical basis
tve sOmo exist for many of the relationships, so that
Bth gy o0 Of the small coefficients were regarded by the
38 significant provided the record was long.

On

suspect%zf whole the relationships which were either

Werg omeOm or indicated by the pressure distributions
lar

Itively e out by the correlations. A number of rela-
ong’ts YT8® coefficients suggested relationships involving

In oo Intervals, up to four and a half years.
the S08ing their investigation Brooks and Quennell draw

fo
Ilowmg conclusion:

)

i+ Bene:
gltlons Ora.l results of this investigation of the effect of ice con-
8ubsequent pressure in the eastern North Atlantic
urope is that Arctic ice is an appreciable factor in the
norge 10 be ase British Isles. Much ice in the spring and summer
ang hWestern Sociated with high pressure in the same months at the
Dy With ow stations Jacobshavn, Stykkisholm, and Thorshavn,
tiqng&da, the poressure at the southern stations Paris and Ponta
cien{emtl-onsmps being shown by well-supported correla-
* tendg st which range up to 0.5. Again, much ice in spring or
Teg 1Over the }‘3) be followed in November to January by low pres-
iee“ 3 Whate ritish Isles, this relation being very definite and
F E°°!ldit10ns Ver index of Arctic ice conditions is employed. The
rieg of 8 In various parts of the Arctic have been combined into
co;cel index” figures, which have the following well-
er to 56 ation coefficients with pressure in the following
Delgaq anuary: Ponta Delgada —0.35, Stykkisholm +0.27,
to recua~mmus Stykkisholm —0.37. These relationships
e nua{ 1n the following 2 years, thus giving rise to a rather
Eul.oeﬂect of thva?latlon of the correlation coefficients * *,
Broggs is gep & ice off Newfoundland on pressure over western
Ouneeg nerally similar to that of Arctic ice, but is much less

In a subsequent discussion (29) of the above ihvestiga-
tion, C. E. P. Brooks added:

The infiuence (of ice on the pressure distribution) varying with
the season in & way which suggests that it is due to & combination
of several factors, some acting in one direction, some in another.
As a result the correlation coefficients obtained while sometimes
appreciable are never high, though they are sufficiently confirmed
by various checks to show that they are real.

Brooks (25) also correlated ice with overlapping three-
monthly means of pressure at nine stations—
beginning with July to September of the ice year and continuing
to the end of the second year.

The first point to notice is that towards the end of the year to
which the ice measurements refer, there is 8 negative correlation
between ice and pressure at Stykkisholm in Tceland, and positive
correlation between ice and pressure at Bergen, Paris, Berlin, and
to a less extent, Gibraltar. .

In the second half of the following year there is a prolonged hump
over western and central Europe, extending from Bergen in the
porth to Gibraltar in the south, and from Valentia in the west at
least as far as Berlin in the east; at Parig, in the centre of this.
region, the correlation coefficient rises to +0.57 in August to October.

Temperature.—Generally, along with the studies of
relationships between ice and pressure, a connection
between the former and air and surface-water tempera-
tures was also sought. It was found that, in general,
low temperatures were associated with heavy ice con-
ditions and, conversely, high temperatures with light ice
conditions. It also appeared that the biggest negative
departures occurred before the height of the ice season
and that the low or high temperatures were characterised
by a certain persistence; furthermore, the association of
ice with temperatures was evinced in regions beyond the
ice boundary.

Brennecke (23) computed the spring air temperature
departure at Stykkisholm and the water temperature de-
parture at Papey (east Iceland) for each year of the
period 1877-95. (See fig. 2.) The two curves which, on
the whole, show good agreement with each other an
with the pressure difference curve, definitely indicate
lower temperatures during the spring at the two stations
for heavy ice seasons and, conversely, above normal tem-
peratures for light seasons. With the exception of the
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year 1889, this fact is especially apparent with years
characterized by exceptionally abnormal ice conditions.
The negative departure of the water temperature in 1889,
an abnormally light ice year, is due, according to Bren-
necke, to the preceding series of heavy ice years (1886-88).

Brennecke further found lower air temperatures at Bodo
on the Norwegian coast, during the spring and summer of
heavy ice years and the same trend in the water tempera-
tures at Thorshavn and Ona during the 2 very heavy ice
years 1881 and 1888. Conversely, higher air temperatures
were observed during a light ice season.

Meinardus (10) extended the above investigation rela-
tive to ice conditions at Iceland and computed the differ-
ences between the mean monthly temperatures during
heavy and light ice years as well as the departures from
the mean at Grimsé, Stykkisholm, Papey, Thorshavn,
Copenhagen, Greenwich, and some stations on the Nor-
wegian coast. Grims6, an island of the north Iceland
coast, shows clearly a large difference in air temperature
between the opposite types of years. (See table 5.) With
E+ years the departure from the mean monthly temper-
ature gradually increases, beginning in October and, after
attaining & maximum value in March, maintains a depar-
ture from normal of same sign through the summer. The
same is true to a large extent of the E— group. The
largest monthly contrast in departures between E-+ and
E— years occurs in March, 7.3°.

Stykkisholm (west Iceland) values show similar trends

but smaller departures, while Thorshavn (Faroes), to the
east, also retains the above characteristics to a cert®”
degree. Neither Greenwich nor Copenhagen values sh?
any marked difference between the E-+ and E— groups:

The negative water temperature departure at Pap®
during heavy ice years gradually increases to a maxim!
in June (—2.6°). Though the positive departures ars
generally smaller the difference between them, Memﬁl'dur
points out, attains a value above 3°. Thorshavn Wate’
temperature shows the same trend, and like its air tf’ms
perature, a smaller variation than Papey. The staﬂ?nd
on the Norwegian coast, with the exception of the peri®
from March to June, fail to show a definite tendency li
the temperature regime and even for that season 1t
very slight. .

Wiese (30) averaged the winter temperatures at Len3ge
grad, separately, for the 27 heavy and the 29 light lf,o
years reported at Iceland during ‘the period 1752-53
1881-82 (1801—4 missing). He found:

Mean Leningrad temperature (degrees centigrade)

o
xt | xu| 1 | B
//5
-8
After a heavy lce season at Teeland_..__.__.__________ —-20]| —8.0| -—11.8] _g3
After a light ice season at Iceland. ..o ... ... —1.2| —5.4| —8.8 -
DAROreneo. - - oo -~.8| ~28| —30 -

TABLE 5.— Temperature (degrees centigrade) departures during heavy ice (E+) and light ice (E—) years

AIR TEMPERATURE AT GRIMBO (1874-1902)

/

11
Type Nomber| X | XI | X1 | 1 1I1 v v | vi|vo|vir| IX | X X1 x/
0.3
U 6| ~0.1| —0.8| ~1.8| ~3.3( —40| —4.6| —-1.8] —~1.7| ~L8| —20{ -2.3| —0.5 0.6 0.7 4
R 6 .1 .8 1.0 .8 1.7 2.7 1.8 1.3 .90 1.0 1.6 .8 .0 .3 //0
B33 (3 01 SN IO —2| ~1.6| ~2.8| ~41| ~57| ~73} ~8.6! —3.0| ~2.7| —30| —3.0| —1L1 6 1 /
AIR TEMPERATURE AT STYKKISHOLM (1850-1602) -
02
S U 9| ~0.6| —0.2) —0.4| —21) ~30] ~44} ~20| -1.5| ~0.7] ~1.0} ~1.3| —0.8 0.4| ~0.8 1.2
B e 0] ~.1 .4 .2 1.0 1.2 1.8 1.9 1.0 .2 .3 .5 .7 2 .1 4
DAfOPOR00 + - oreeeeeeeeemeemommeeaomaomm oo —5| —6| —6| ~8.1| ~42| ~6.2| ~39] ~2.5| —06| ~1.3| —~1.8] ~15 2| -1 )
AIR TEMPERATURE AT THORSHAVN (1867-1902) -
0.8

U 7| ~0.4} ~0.6| —0.3] —0.3} —0.4{ —0.7| ~0.6] —~0.7| ~0.8| —0.5| ~0.8| —~0.4] ~o0.1 0.3 A
B s 6 .3 .5 .6 9 -1 1.1 7 11 3| -2 N .4 .0 2]
e o et DA ol IR I

poJti (2101 U JPT -7| ~11f{ -9} —-12| ~3| ~1.8{ ~1.3| ~L8| —L1{ =3 ~L&| =8} =-.1 A |~
WATER TEMPERATURE AT PAPEY  (1875-1002) -

ol

5| —0.3! ~0.2| —0.8| —00! —13]| —13| ~19| ~25! —26| —21| ~16| ~1.3{ ~1.0] -0.3 3
B— i 5| —.2 .2 .6 R 6] 13 L4] LO 1.0 9 11 1.0 9 .6 //1
Do JEi £33, 1SS NS - —4) —1.4| —1.6{ ~1.8| —2.6]| ~3.3] ~85| -36| —3.0| -2.7| ~23| ~19f -—.9 |~
WATER TEMPERATURE AT THORSHAVN (1876~:902) -

0}

1

3 T 5 0.0 -0.1 04! —0.2| -0.56| —0.3| ~0.6| ~0.8| —0.86| —0.4| ~0.5| ~0.2| ~0.3| —0.1 :
B e 5] —.1 .0 -4 4 .1 .3 .4 .5 .2 4 4 .6 2 21
Differenes. .o -cocuoeoeasoommocmnmeenaneeaan 1} -1| -8 —-6| -6 —6| -L0| ~1.3| —8| —-.8| —9| —-8] —5{ -3 -
7iv%

Wiese (31) correlated the area of ice in the Greenland
Sea with the mean monthly water temperature at Papey.
The following values of r were obtained for the period

1882-1915. (S. E.=0.17)
Mareh April May June July August  September
r= -0.17 -0.30 —0.36 —0456 —041 -—0.37 -—0.37

The highest values are for June and July. This agrees
with results obtained by Meinardus who used Iceland ice

data. In a previous paper Wiese (2) discusses the S%tm;
temperature regime at Markree Castle, Dublin, Vﬁl"d p0
Douglas, and York in the British Isles. He fO“ntion9
variation in the mean temperature at the above st3" 10
with ice conditions in Greenland Sea. This, 88° i
author, is probably due to the fact that the colder & dor
nental air masses arriving during a heavy ice season U5

go much warming during the day time.  However, !

A\ Y



41

t

n%‘l’,mmean absolute departures of the temperature from
C. f&l he obtained for the heavy ice years, E--, £0.79°
int.or the light ice years £0.17° C. Similarly for the

Nte Y T
lag ;ihumal variability of temperature (9 a. m.) at Doug-
one, based on a 35-year average, Wiese obtained:
E+ | E-
°c, °C.
April.. e +1.47 +1.17
May. e +1.93 1. 41

St;l;ge d?Pepdence of the temperature at Douglas on the
o tr of ice in the Greenland Sea is very definite and can
ic afced also for smrﬁle years. A correlation between the
8 In the Greenland Sea and interdiurnal variability

\

CORRELATION COEFFICIENTS, SPRING AIR
TEMPERATURE AT GRIMSO WITH SUBSEQUENT
DECEMBER-JANUARY TEMPERATURES

% 20 10 [

10 20 30 40 50 66 70 80 SO

i FiGUREk 8.—Reproduced from Wiese (31).
n t,
8. %ngel‘&ture at Douglas for April to July gave r=0.73
day of\fo'lg)' Wiese also found that the average last
Years 1108t for that station is later for E4- than for E—
Bated ¢ Y 11 days, and that during the 32 years investi-
Yearg pyoc0 Bever occurred in May during the light ice
) fo;,l t was observed when ice conditions were heavy.
Se the mean October and autumn temperature m

otl
belov?:nd’ Wiese found the relation shown by the figures

E+ E-

°C. °cC.
October.. . cueenoeen- —0.6 0.8
Autumn_____.___.... .2 4

Q)

to ;g?a(al) next sought a connection between December
the reery temperatures in Europe and ice conditions in
Sver, stnland Sea, during the preceding season. How-

ead of taking the incomplete ice figures he chose

the mean spring air temperature at Grimsé which ap-
pears to be (see table 5) intimately related to the ice
regime. A correlation of the Grimsé temperature with
the subsequent December to January temperatures at 59
stations in Europe, in most cases over the period 1882-83
to 1917-18 showed (see fig. 8) a large uniform area of
correlations which forms a regular system. The standard
error of these correlations is 0.17.

Walker (32) using a slightly different period (includin;
1880, 1881, but omitting 1896, the latter for lack of data%
correlated the spring temperature at Grims6é with the
subsequent winter temperature December to KFebruary,
at Christiansund, Vards, and Berlin and obtained for r
the values 0.0, 0.08, and 0.10. When he used the years
employed by Wiese he obtained for the winter months
0.25, 0.44, and 0.31 respectively. The above coefficients,
by themselves, admit no definite conclusions. Their
standard errors are 0.17.

CORRELATION, BARENTS SEA ICE, MAY-JUNE,
WITH CONTEMPORARY TEMPERATURE

F1GURE 9.—Reproduced from Wiese (34).

Wiese (33) correlated the ice area in Barents Sea during
July to September with the subsequent winter water sur-
face temperature in that region. He obtained a coeffi-
cient of r=—0.79 (S. E.=0.20).

A study (34) of ice conditions in Barents Sea during
May to June for a period of 21 years and contemporar,
mean temperature in Kurope at 69 stations, shows hig
correlations for the Murman coast (Teriberka, r=—0.82,
Vardo, r=——0.81) and also relatively high values at other
points in Europe, especially for the east coast of Sweden
and Poland. Thus, for Stockholm, r=—0.49; Visby,
r=—~0.60; Kalmar, r=—0.46; Lund, r=—0.48; Pinsk,
r=—0.47; Warsaw, r=—0.58; Lwow, r=—0.50, all with
standard errors of 0.22. (See also map of isocorrelations,
fig. 9.) The reason for the concentration of high correla-
tion values along a narrow zone is, according to Wiese,
due to the fact that it is immediately west of the path of
the cyclones which, during years with heavy lce, Iove
northward from the Mediterranean, between longitudes
30°-40° E. and hence is directly related to 1ce conditions
in Barents Sea. :
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TaBLE 6.—Relationships between ice and approzimately oot

(Summary of the malt
lggen;l;‘;‘;:f Afr temperature in ice years
Region Ice season Author ;g:swusg‘d
I{E‘f“_')y %‘llggl’;' Place or region Months affocted
A G‘iz:‘l‘g;’(‘id Sea and [lyanpary-July.........._... Brennecke______ 1877-95 4 2 %‘%ﬁk“hmn--:----~--------~--------~—~- -----
A | Greonland Sea_ ... Aprii-Fly. oo Wiese. ... 18801016 7 4 | Brivish Tsles -2 ZZIZTTTTIIIIITIIIIIIITIO) March-May. oo
Bl L e e TrT U B do_.....C. 1830-1016 7 4| Douglas_______.. Autgma....ooeee
B | Grimso... ococeuannns Slzil'tiin% t&nixg;rature(indic- ..... do e 18821017 | eeees Europs, 59 stations. . December-January---
v . ..
e N R do. ... 1882-1017 | .| Europe, 3 stations_ December-Fobraat¥-~""
B {oeeoe P2 0: SIS do.._ Walker 1880~1017 | _.._._ .} . gu{!gpe, same stations
TiMS0. . eoceen s
A | Teoland. o oo January-July.. ... Melnardus....... 1860-1900 7 6 {Stykkisholm
Thorshavn.. __.__._____._.
) 3 R L [ RPN (R Lo T TR PO doou. ... 1860~1900 7 L | -
B |eo-- (6 0 R SOOI 0. Wiese. 1752-1882 27 29 | Leningrad. .. lllTTTTTITIIITmm T November- Februsty-",
A | Spitzbergen.... May-August. . .oooooo. - Frommeyer.._._ 1808-1921 7 3 | Greenharbor. .. __.oc_o oo ... May-August...-
A | Barents Sea...._...... May-June. ...o_cooooooo.. Wiese. _......... 1896~1916 |_____._ . j_____._. ‘Europe, 69 stations May-June
B .. [+ [ July-August.. ... ... ... [+ [ T 1896~1916 e cmmm e ——————m—— U
. of
Frommeyer (11) compared three Greenharbour tem- There appears to be (see fig. 11) & marked chsplacemwIlt of

perature curves (May to June, July to August, May to
August) with the corresponding curves of ice distribution
in Spitzbergen waters, over the period 1912-21. In
almost every year and for every season much ice in that
region is associated with low temperatures and, con-
versely, high temperatures with little ice. A similar
treatment of the September and October temperature
gave indifferent results. )

Cyclonic activity.—Various investigators brought out
the fact that the pressure gradients over the North Atlan-
tic, Europe, and elsewhere are generally weakened during
years with heavy ice as compared with years having light
1ce conditions; further, that there is a variation in the
position and orientation of the usual pressure fields, the
main tendency of which is a southeastward displacement
in heavy ice years. It occurred to Wiese to find out (2)
whether the cyclonic activity, as given in some cases by
the number of cyclones and the mean latitudinal position
of the cyclonic path and in others by their actual distribu-
tion, varies with ice conditions.

Wiese tabulated separately the average number of
spring, summer, and autumn cyclones in the region between
60° W. and 80° E., for the 7 heavy and 4 light ice years
(Greenland Sea). Unfortunately, because of an error,
the author was unable to draw the logical conclusions
from his results. Adding up the figures for the three
seasons (6) I found, for the E- group, 723 cyclones as
compared with 470 for the E— group; or reduced to the
same unit, 4 years, 413 to 470. Thus the number of
cyclones during March-November appears to be less in
years characterized by heavy ice conditions.

A comparison of seasonZIy values also brought out the
fact that the difference in number between the two
groups increases during the year. Thus we find only a
slight difference in the spring. In the summer the num-
ber for the E-+ group is 90 percent of that for the E—~
group, in the autumn but 76 percent. (See fig. 10.)
Note also in the table below that for the E+- group the
number of c¢yclones in the autumn is considerably smaller
than in the spring whereas the E— group shows a slight
increase in sutumn. o

Wiese calculated the average latitudinal paths® of
cyclones over the same region and for the same years.
conar e position, of the o8 D e O e s aeat Tt of oo Insorenntion
points. Thus the valiues represent the mean position of the cyclones on the respective
meridisns. Only those cyclones were considered which either appeared in the North
Atlantic or could be traced from America. Lows appearing in the Baltic, Mediterra-

nean, White Sea, Eurasia, as well as stationary lows which had a weak displacoment
without any definite direction (stationary type) were not considered.

the mean cyclonic path southward in the summers .
heavy ice years and a still more notable displacemeB’ "
the autumn. For the North Atlantic region (40° W'nd
50° E.) the average displacement is 2.9° of latitude ﬁrge
3.4°, respectively. In the autumn the differences is %Tesﬁ
everywhere east of, and beginning with, 10° W. of
of this longitude the difference is less than in the s o
On the other hand, a greater displacement of bhe.mihe
path southward is shown for the eastern portion 1B
autumn,

Number of cyclones -
E+4 E~
pAE”
Reduced to
7 years 4 years
4 yoars -
pertt
[Tt 283 162 165 o
iurglmer. 214 122 }gg 1
atumn. T 226 120 |

ice

Wiese also investigated the relationship betweel e:.f,,
conditions in Greenland Sea, or rather the spring tem oné?
ture at Grimsd, and the latitudinal distribution of ¢y .
in the following December to January, over aB *'ig
bounded by 40° and 75° N. latitudes, and inclu.dlﬂgﬂe
addition to Europe a portion of Western Siberis: 2068
found a greater number of cyclones between latiV or b
40° and 60° and a smaller number north of 65° afb 50
cold spring in Grimss. This probably indicates that 3
in December to January the mean cyclonic path 1% 54
placed southward after a heavy ice season in Grees™
Sea, or rather after a cold spring in Grimsé.

v i
Number of eyclones in each zone of 5° latitude December (0 J ‘)m
after cold and warm spring at Grimss (average of & yeurs

§
.
40°-45° | 45°-50° | 50°-55° | 65°-60° | 60°-g5° | B5°-70° 7/65
#
After a cold spring.. .. 81 36 7 106 100 I
After a warmspring__ 73 21 47 92 100 82 A
Difforence. ... .. 8 15 30 13 of | _~

tho

_In_another paper (34) Wiese pointed out th8% ihe

distribution of cyclones over eastern Europe 'f?furil’g

month of May appears to vary with ice conditions
the same month in Barents Sea.
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Alr tem peratures in ice years—Continued ‘Water temperature in ice years
Eleme . .
nt of Heavy ice Light ice Element of Light ice
temperature season season Place or region Months affected temperature Heavy ice season Season
Meap
~ii1.t§(ri(; TP Higléer ...... PADPOY - amcee e March-MAY - . oo e Mean..... LOWer. e e eemcaaan Higher.
. Occmemen
Mea,?_mm&l varability Smaller. ... _|---. 1S T March-September . ... _.ooo_._..|_ ... s S I s ( T Do.
~~~~~ do "t Hig)&er....--
________________ A0 eeciieeee| JanUArY-July ol llaiiieaies Do.
----- ThOrSHAVI. . nvcec e cccmmccfreme e @O e Do.
---:::: PBDOY - ceecoeammmm e mmnm August-December Do.
- Thorshavn. . .cooccmcemaaouan August-November. Do,
.... Barents Sea.ocvoocoe-aen-n| Decomber-February...c.ccoccoceeecncfoaaeadoo_[_odo oo} Do.

AVERAGE NUMBER OF CYCLONIC STORMS
IN AUTUMN, FOLLOWING HEAVY AND LIGHT ICE
IN THE GREENLAND SEA, APRIL-JULY

HEAVY ICE
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AVERAGE PATHS OF CYCLONIC STORMS IN SUMMER
"AND AUTUMN IN YEARS OF HEAVY AND LIGHT ICE
IN THE GREENLAND SEA

SUMMER

wwemam  Hoavy ice, April July

w o w Lightice, April July

F1aure 10.—Reproduced from Wieso (6).

FicurE 11.~Reproduced from Wiese (6).
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Summing up Wiese’s results it ulppeqrs that the number
of cyclones in heavy ice years is less in the summer and
especially in the autumn, than in the respective seasons
in light ice years. Similarly, in heavy ice years in the
Greenland Sea the cyclones traveling across the North
Atlantic Ocean take a more southerly course in the
summer, autumn, and early winter than in light ice years.
This trend manifests itself somewhat more readily m the
western portion of the North Atlantic in the summer
and more readily in the eastern portion of that ocean in
the autumn. L. )

In years of heavy ice in_the Barents Sea there is a
reater concentration of cyclones moving from the Black
ea north-northeastward between 25°-45° E. in the

month of May than in years of light ice._

Precipitation.—The results presented in the preceding
section indicate the possibility of a relationship between
ice and precipitation. Wiese (2) tabulated the depar-
tures in rainfall for several regions in northwestern
Europe which he thought might be affected by ice dis-
tribution in the Greenland Sea. (See fig. 10.) The
years were divided according to the ice: 8 heavy, E-4-;
6 moderately heavy, E(+4); 6 normal, En; 6 moderately
light, E(—); and 5 hght, E—, ice conditions. The
author pointed out the variation of rainfall with ice;
but the analysis of the values promised in a forthcoming
paper does not seem to have been published. It would
appear, however, from his investigation of the relation-
ship between cyclonic activity and ice that the depar-
tures and trends in rainfall as shown by the values below
can perhaps be explained in the following manner.

The first three regions in table 7—the Baltic Sea coast,
Scotland, and southeast England—represent the zone
where the variation in cyclonic paths would be expected
to affect the autumn precipitation most. The other two,
Ireland and England, and Norway, were chosen to demon-
strate the effect on the spring precipitation of changes in
ice. Further, the first three reglons represent two zones
of latitude; the Baltic Sea coast and Scotland stations
are located between 56°—59° N., while the stations in
Southeast England are, roughly, between 51°—52%° N,

TapLe 7.—Departures in rainfall expressed in perceniages

Deror Nor.
¢! — _ | mal
Reglon sta- Season E+ (E(+)| En (E(—)(E precip-
tions itation
Baltle Sea coast (lat. 56°- 8 | August 8| 3l 8| —al-|™™
59° N, long, 135~27°| | o Tt —13 7%
Beotland (lat. BG°—59° 4| Autumn..____ 71 6] —5] —1|—
o Engiond | 3 | October~No- | 24 ol
Southeastern Englan ctober - No- 13— —9 |~
o(lat. 51°—52° Nflong, vember. 8 0\ 161
1°FE,~-2°W.).
Ire)andsndEn%)and Qat. 51 April.._______ —-17} —~8| -3 5! 20 85
52:;"64)" N., long. 1°~
Norway (iat.61°—67° N., 5| Spring......_. 10 3] 6|-1|-15] 210
long. 5°~14° E.).

Considering only the exceptionally abnormal ice years,
the first and last columns of the table, one finds for the
eight stations along the Baltic and four stations in Scotland
more or less the same values of the departures. The
same trend as for the above is shown by the three stations
in southeast England; however the departures are much
greater. The general increase of autumn precipitation
in heavy ice years and decrease in light ice years is prob-
ably to be expected from the more southerly position of
the mean cyclonic path in heavy as compared with light

ice years. Though it is possible that a shift in the mef“}
cyclonic path may not involve an increase in the number
cyclones immediately south of the previous path an
diminution north of 1t, in our case this seems to be 50 bo
The larger departures for southeast England migbt ;
explained by considering the detailed distribution ’ob
cyclonic frequency in the neighborhood of the Brit
Isles in December to January of years characterise bﬁ
exceptionally abnormal ice conditions in the Greenl?
Sea (preceding April to July). Wiese showed that duﬂn%
these 2 months a greater number of cyclones sout On
latitude 60° occurs after a cold spring at Grimsd thﬂ'd
after a warm spring and that the difference is most mar 0 0
in the zone 50°-55° N. If it is assumed that the 8%

cgclonic distribution }l)revails during the autumn and bhi;tj
the years of abnormal temperature at Grimsé truly C?Or

respond to the exceptionally abnormal ice years !
which the precipitation was computed, it might be 5“19
that, since Scotland and the Baltic coast stations "‘re
located in the zone between 55°~60° N. where the incre8®
in the number of cyclones is 13, while southeast Engld
lies in the zone 50°-55° N. where the increase is 30,
should expect for the latter region a greater increase
precipitation than for the Baltic coast and Scotland. a0
The variation in spring rainfall at the NOI‘Wegled
stations latitude 61°-67° N. can likewise be explﬁmvy
from the pressure distribution. In the spring of he# 1
ice years a deep low lies off the northern coast of N
way (see fig. 5) which would probably cause heavie
fall at these stations than in the spring of light ice 6%
when this low is absent. ad
Considering the rainfall distribution for Ireland a've
England in April of the same years, we find 2 negst’
departure in K4- years and a positive value in E— yes
A comparison of the two spring pressure maps for he" 5
and light ice years, shows a smaller pressure gradi®s
over Ireland and England in E+ years. A decrees
westerlies and consequently orographic rainfall,
therefore be expected in heavy ice years. o
In another investigation, Wiese (35) sought a relat g
ship between rainfall in Russia and ice in the B8r® .
Sea. Reference was made to his previous results Shoice
Ing an apparent relationship between the state of op?
in the Barents Sea and the cyclonic activity in Bur ice
during the month of May, indicating during heavy b
years a movement of cyclones from the Black Sea nof atr
northeastward between meridians 25°—45° E. A2 3
tempt was therefore made to see whether there 3 .jg
excess of rainfall in April and May in the region 15"—27
somewhat east of this zone during years when ice is heghls
in the Barents Sea. To determine the existence Of The
relationship, the correlation method was used. . 7in8
period investigated was 1895-1916, or 22 years, glrrho
2 standard error of 0.22 for each of the coefficients: _qp
April and May rainfall were correlated with the tmgnd

area. of ice in Barents Sea during May to Augus® rpo
with the mean area of ice during May to June-
results obtained were: MY
. April amﬁ’”
Area of ice: rainfall oAl
ﬁay—?ugust ___________________________ r=0.59 :;0.39
BY~JUNC e e r==0.60 (tll0

For the northern and middle sections of the reg'loln (o0
region was divided into three sections) similar corre d"May
gave respectively r=0.71 and r==0.68, for April ar
combined.® 410
—_— fof 'ig

8 A test of the relationships indicated by the correlatt fMolents was m88%5000 )
subsequent 8 years, 1917-22. This 1(lamit§d tgsg 33@23%3" c.;lsecs %I; :harp ‘l]g,ﬁ; ﬂmﬂ’

relationships. The 1920 and 1921 droughts are in full agreement with the us
amount of ice in Barents Sea In these years.
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An Increased atmospherie circulation should also mean,

8
t;%(;r Ing to Wiese, an increase in pressure gradient be-
ShOufld the Bahamas and the Azores. Therefore we
i oo ©Xpect heavier rainfall in the Bahamas with light
rentcondltl.ons. The correlation coefficient between Ba-
8 Sea ice (May) and rainfall at Nassau during May
S Ectober (period of abundant rains) gave r=—0.48
m==0.22) (1896-1916).
Witholisum up: It appears that in heavy, as compared
i ght, ice years in the Greenland Sea, heavier rainfall
“Perienced, in the spring, in Norway, between 61°-67°
Balt,!imd generally in the autumn in Scotland, on the
fal} ic Coast, and in southeast England, while lighter rain-
twee. recorded, in April, over Ireland and England be-
v&p latitude 52°-54° N.
l‘&infll Barents Sea ice there is a tendency for heavier
light,&l In southeastern Russia in April and May but
mu(:ﬁricramfall at Nassau during May to October with
e.

2. SOUTHERN HEMISFHERE

voim-le results described above concern relationships in-
neighbg lce in the northern North Atlantic and in the

oring Arctic Ocean to 70° E. The ice in the
Waters facing Siberia and the American Continent
ver been treated in a similar fashion, as far as I
Ugq, ® to learn” The reason is probably the lack of
Teggy ate and _systematic information. For the same
With I;hthe variation of ice in the southern hemisphere,
figme d9 exception of the South Orkneys region, has not

n . 1 any investigation concerning the weather.
early, 3 series of papers (36, 87, 38, 39) which appeared
of o 2 the century, R. C. Mossman presented the results
of solntenswe but very limited study of the meteorology
Ing),, d‘.lt ern South America and neighboring regions,
The 1,08 the portion of the Antarctic which faces it.
for w10k of extensive data and the shortness of the period
% im ¢h ice and other observations were available made
to tr§°sslble for Mossman and later for Walker (40, 41)
Satoy. 8% the relationships in the manner of the investi-
Sw 1086 results have been discussed here.
OSSmI'B minary summary of the results obtained by
Wpegro D, together with the conclusions drawn by him
red in 1910 (38). At that time he stated:

Seq Stiationg in the northern limit of the pack ice in the Weddell

b 8-e’iﬁ %Drpbt}bly also in the sub-Antarctic waters of the South
“‘ents ;v hr'e intimately associated with the great atmospheric move-
Ich control the weather in South America.

Ctie
h ne
i )

TI}: 1916 Mossman (43) wrote:

EQPtign D&tfrh of cyclonic storms * * * across the southern
ay ny° She South American continent appears to move in
xf‘" nopth Vith the northern limits of the ice belt, so that when ice is
Ctrent, to o1 cyclonic track is also north but when the ice belt
€ south the eyclones also pass to the south.
Iy ee; &Vidence upon which the above assertions were
Winter‘s extremely sketchy. It consists, in the main, of
low is()lpressurq, temperature and wind observations at a
EVen if&ted oints, but of rainfall over a fairly large area.
repl‘ese We g loyv Mossman’s assumption that eviglenc_e 18
°°nsistntatlYe it would still appear that there is little
Ot the }éncy In the results with reference to the ice variate.
Pressur Olﬁr winters for which a southward shift of the high
.terised ¢ e‘l‘t 18 claimed, two, 1903 and 1904, were charac-
leg, Y “close’” ice and two, 1908 and 1910, by ‘“‘open”’

It
18 3
Mferred from Mossman’s and from Walker’s
4 8 (4
In 1%1‘0 iuvﬁgt‘l‘ﬂd Walker refer to sevaral papers (in Japanese) in which an attempt was
an, 1 m{l‘%bte the effect of ice in the Bering Sea on the following winter temperature
¥ be inferred from their statements that these attempts were inadequate.

writings that when the winter at the South Orkneys is
“very close,” as in 1904, or ‘‘very open,”’ as in 1908, a
realignment of pressure fields and the phenomena asso-
ciated with it is to be expected. It would appear that
these years are characterised by opposite meteorological
and ice conditions. However, the winters of 1905, 1906,
and 1907 were also characterised by “very close’’ ice, yet
for these no claim was made similar to that for 1904.

In @ paper written in 1917 but published in 1923 (12)
Mossman presented the results of a study of rainfall in
South America and contemporary ice conditions at the
South Orkneys. The period is 1903-12. Comparing the
rainfall with the normal he obtained the following per-
centage deviations of rainfall for some of the more repre-
sentative areas considered.

BOASOM . caaeec e Summer Autumn Winter Spring
Iceconditions_ ... ... __ Open; Close| Open| Close; Open; Close| Open| Close
Pct. | Pet. | Pct. | Pct. | Pet. | Pet. | Pet. | Pet.

Southern Chile (1 station) ... 3 0 9 10 20| -9 8 -5
Northern Chile (3 stations? ........ 12 { —19 4] ~14| —41 g{ ~8 5
Central Argentina (41 statlons)....| 13 | —10 32| -32| —16 8 5 ~3
Sao Paulo coast (3 stations)__.___. 10{ —0| ~18 16 —4 1 1 ~1
Sa0 Paulo inland (10 stations)..... 6| —6 3| —4| ~-6 4] —~2 1

No explanation for the manner of variation in rainfall,
as given 1n the table, was suggested by the author.

3. DISCUSSION

Tentative explanations for some of the relationships
indicated from the results presented above were suggested
by a number of investigators, but notably b{ Wiese, and
by Brooks and Quennell. In the following lines I have
attempted to present the essence of these explanations
and at the same time enlarge on them.

The discussion is limited to relationships involving ice
in the Greenland Sea. The selection of this variate was
made desirable by the fact that, on the whole, the most
adequate and “‘significant” ice observations so far, appear
to be from that region. Further it was deemed sufficient
for the purpose of 1llustration to limit the discussion to the
basic element, pressure distribution. Wiese’s maps (fig. 5)
giving the mean spring, summer, and fall pressure distri-
bution for all the heavy and light ice years and the corre-
lations obtained by Brooks and Quennell were chosen for
this purpose.

From a consideration of the maps it would appear that
the following takes place: In heavy as compared with
light ice years pressure is higher over the immediate ice
region in the spring. With the displacement of the high
pressure areca southeastward the belt of low pressure and
centers of high pressure to the south gradually assume a
more southex%y position.

It may be noted that the direction in which the high-
pressure field over Greenland region is displaced is prob-
ably determined to some extent by the ice distribution.
The new boundary extends several hundred miles in the
direction in which ice conditions are above normal,
roughly parallel to the old one. The effect of the increase
in the amount of ice, as represented by an intensification
and extension of the high-pressure field, will probably be
limited to the new ice boundary. This holds at the be-
ginning. As the ice begins to drift southward and east-
ward the region of high pressure embraces an even wider
area. The low-pressure belt partly in consequence of the
changes in the high-pressure field to the north and partly
as a result of the general decrease in intensity of circu-
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}iaﬁipn, will also be displaced southeastward and tend to
in.

We may now reconsider some of the more obvious
effects which may be brought about by the changes in the
configuration, position, and intensity of the pressure
centers duscussed above. Assuming for the moment that
the lowering of pressure over the British Isles implies an
increase in cyclonic activity over that area we would
expect the mean cyclonic path to suffer a greater dis-
placement in the autumn than in the summer but to
suffer none in the spring. Obviously, ‘the sole fact that
the pressure is lower over Great Britain in summer and
autumn after a heavy than after a light ice season is not an
indication of a greater cyclonic acitivity there. The
pressure over the British Isles, however, using the same
example, is determined to a large extent by the configura-
tion of the general pressure field over the North Atlantic.
This field, we saw, 1s modified after a heavy ice season, in
such a way that the high pressure field in the north is
displaced southward and along with it the low pressure
field south of it. Thus the lowering of pressure during the
summer and autumn must be associated in the main with
a displacement of the belt of low pressure and hence the
mean cyclonic path southward.

It may be said that one would expect to find the sort of
distribution of the latitudinal difference of mean cyclonic
paths between heavy ice and light ice years, as was shown
earlier on the basis of the following considerations. The
ice season in Greenland Sea is usually confined to the last
2 months of spring and the first 2 months of summer
(April to July). The maximum effect of ice on the water
temperature would be expected during the height of the
ice season or, because of a certain persistence tendency of
the ice and the cold water which forms as the ice melts,
at the end of the season. This appears from a correla-
tion of the ice area in Greenland Sea during April and
May and the mean monthlf' temperature of water at
Papey, East Iceland. High values were obtained beginning
with May but the highest were for June and July. On the
other hand the maximum departure in the water tempera-
ture which is brought about by the melting of the ice and
transport of the cold northern water southward, because
of the inertia of hydrological processes, may well be ex-
pected to occur over a period extending beyond the actual
ice season. This appears to a certain extent from the
fact that the persistence tendency of the water tempera-
tures at Papey is greatest for the period June to Septem-
ber, which is to be expected if we admit a continuous
supply of water from the same source.

Correlation coeflicients, monthly sea-surface temperature at Papey with
that of the following month (1876-1915) (S. E.=0.16

Jan,-Feb, Feb-Mar.,  Mar-Apr, Apr-Maey May-June June-Jul
re= 0.61 0.61 0.81 0.76 0.90 0.84 /

July-Aug,  Aug.-Sept. Sept.-Oct., Oct.-Nov, Nov.-Dec. Dec.-Jan,
r= 0.86 0.89 0.68 0.69 0.65 0.70

The influence of the Greenland Sea ice on the tempera-
ture of the water to the east and of the cold water carried
down from the north might be expected to be felt progres-
sively later as the cold water carried down by the East
Iceland current spreads in that direction. This was indi-
cated to some extent from a correlation of the temperature
at Papey in June with that at Thorshavn, Faroes Islands,
and Ona, Norway, for the 3 summer months (31). The
highest values, though very small, were found for Thors-
havn in July and Ona in August. )

The effect of the gradually spreading relatively colder
water southward and eastward in years with heavy ice
may be the cause of the progressive displacement of the

mean position of the cyclonic path over the North Atlnn“:
which was indicated earlier. It is thereby assumed »*
the belt of cyclonic activity which lies along the zone 1d
interaction between the warm Atlantic water and the ¢
polar water suffers a displacement as the zone of inte
acting waters is displaced. of
It was assumed that the effect of a greater amO}mtﬁa
melted ice and cold northern water, because of the inef; o0
of hydrological processes, appears some time after the tlho
has disappeared and is therefore most pronounced It *
autumn. On the other hand the effect of the exposureing
atmosphere to the ice directly is most telling in the 8P* 1ts
and early summer. In the first instance, one of the resl;he
of a heavy ice season appeared to be a displacement 0
mean cyclonic path southward in the summer and €%,
cially in the autumn, as well as an increase in the ¢y "‘10;39
frequency south of latitude 60°, together with a decré
north of latitude 65°, in December to January. a0
In the second instance a large amount of ice appear®
be accompanied by a lowering of temperature an 10,
pressure during the spring and early summer. Thefefoift
though at this season there may be assumed to be no Sthe
of the low pressure field southward, that is to says
mean front remains in the same position, there is 8 P~ ¢
frequent outbreak of cold air masses. The clima®®,,
Great Britian, we recall, appears to be less maritime I* °
spring during a heavy than during a light ice season; iz
The above interpretation of the role of polar 1¢ glo
the atmospheric circulation is probably but & s of
phase of a more general and inclusive interpretati®” s
the process involved, namely that the variation 12 °f
is the result of the character of the preceding St”t'eeeﬂ
the general circulation, and that the correlation bet¥ +8!
ice and subsequent weather, as indicated in its 887 ks
features by the southward displacement of storm -tmdue
during the late summer, autumn and early winter ¥
to the state of atmospheric and oceanic circulatio? L.
ceding the ice season and to the reciprocating hel‘i"
which the ice and cold water exert on the atmosP
circulation. Jing
Probably what takes place is about as follows: Prece.vif,y
a heavy ice season we have a period of marked inﬂctls of
in the general circulation and consequent coldBé® o4
ocean and atmosphere, followed by increase in 1¢° gur®
high pressure in t]ge North. The accompanying pres the
distribution favors northerly winds as indicate by 1’40
above normal west-east pressure gradient from Ice!8% e
northern Norway. The consequent southward disP 468°
ment of the ice and cold water explains the heavy 1Getenl’
son in the Greenland Sea and the subnormal water y;ft
peratures extending still farther south. The resultitg " s
of the zone of maximum latitudinal temperature ¢O% jop
southward probably explains the more southerly, Postorﬂl
of maximum cyclonic activity as represented by th,e:e, of
tracks during late summer, autumn and early W*
heavy ice years.

4. APPLICATION TO WEATHER ANALYSIS AND FOREcAsTING.
Past weather has been analyzed by Brooks and bY‘B’ 8
as a preliminary step to forecasting. Brooks 4buﬁi°
tempted to analyse the causes of pressure distr eﬂ,wd
favorable to wet seasons in the British Isles. e % uf
a total of 14 cases, which occurred over a period © Z di
50 years. Two general types of wet seasons We’ o0
tinguished, one caused by cyclonic, the other by
grs.éphlcal rainfall. 00
ince there is a tendency for depressions to follo¥ 9
southerly tracks in years of much ice, especially in av

950
o
2
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;1;% Winter following the ice season, “we should expect
Occuieasons in the British Isles (of the cgqlonic type) to
Grea 08t frequently in years with much ice in the east
t .

genl&{ld Sea. Table I (notreproduced here) shows that
tngt,, “Hable exceeded its normal value in 8 out of 13

2Dces.”  With regard to the orographical type “this
Tesgy s expected when pressure in Iceland is low (large
angd Ure gradient over the British Isles) or when the Ice-
of o008 18 below normal, and especially in the spring
£e-poor years.” .

dist:ibCOI_lclugies “that wet seasons in which the rainfall
dopey, dutlon is of the orographical type seem to be mainly
(ong ofellt_ on the occurrence of three factors * * *
of oo dWhlch is) * * * the almost complete absence
of th uring the wet season  * * * For a wet season
LR f%lonlc type favorable conditions appear to be
Droce s, 2 large amount of ice off Iceland during the
Yelp o 5. Winter and spring; for the wet seasons the
forecon%lps found are not yet sufficiently precise for
ciategstl,ng purposes; * * * the complex effects asso-
ueiq With Arctic ice still need a great deal of research to

Th ate them’ (44).
bertoe robability that the relationship between Novem-
Prine SLUATY pressure and Arctic ice during the preceding
ang 5 20d summer (approximately), is real, led Brooks
Cogy Uennell (4) to Investigate it more closely. He
icq cou ed partial correlation coefficients between the
I.eehIlldltlonss in four regions, Iceland (December to June),
Jlme) and Sea (April to June), Barents Sea (April to
holy, and Kars Sea (August) on one hand, and Stykkis-
A Un’ifV&rdo, Valentia and Ponta Delgada on the other.
The —OTm period 1895-1925 was employed throughout.
givenp.artml correlation coefficients of the third order are
1 table 8 which is reproduced here from their paper.

Tuy
L
B 8.—Partial correlation coefficients (r) and regression coeffi-

\""'CM) with Pressures in November to January

Stykkisholm Vardo Valentia Ponta Delgada
I\ r b r b r b r b
o8lay,
unle1§"‘? (December to
hJu%??_d ngi&-zxﬁiﬂ.ia. —0.21 [0.028 | 0.28 10.033 |—0.51 | —0.062/—0.05 |—0.004
P e TS o8l .or| .25] .e2] .08 .zm| .10 .23
k‘;lﬂng)“‘- e (prl o 291 .82]—.02(—.05 04 08 2 41
% foo (A dgiisty 777771 =130 |63 |— 02 |Zi10 | —08 | —d1] —13| —l48
It . .
fel&ti‘ggs previously noted that Wiese found an apparent
tyg . 0Ship between ice in the Barents Sea and more or

Other°9ntemporary rainfall in southeastern Russia. In
B&re Uvestigations Wiese and others showed that ice in
of the S Sea tends to persist from year to year. In view
Dopgo Telationships indicated between ice and contem-
shiﬁ'rg Tainfall, the possibility was suggested of a relation-
0’°Irel Stween rainfall and ice in the preceding season.
nﬂrmaftu}g rainfall during April to May in percent of
to J,t With ice in the Barents Sea in the preceding May
0.59 S n 1,000 square kilometers Wiese obtained (35) r=
fa)) con E-=0.22). The values of the April to May rain-
Dloyinmpmed with the aid of the regression equation em-
Lo © above elements expressed in percentages of
Ylrnilayl, Vere then compared with the actual values
Sdpeq Y SXpressed and for the 21 years which were con-
of deps: t © percentage of cases having the same sign
To 0{) ure was found to be 90 percent.

mOye’d tﬁmn a real test of the relationship Wiese em-

@ above formula and another formula for May

rainfall for test forecasting (33, 45). The computed
values together with the observed values are given below:

Comparisen of observed with forecast values of rainfall in southeastern
Russia expressed in percentages of normal

Forecast | Observed
y MaY.
1924, M. 73 79
1025, April-May e cccmecmremansccamm——————— 93 88
1028, April-May.__. e 72 92
1027, April-May... 111 121
1928, April-May___ 104 135
1028, April-May_.. - 7 89
1020, MAY. e oo eiimemmmmrcsecram—a—nm e 65 55

B. Relations between sea tce and world weather
1. GENERAL CIRCULATION

In considering relationships between ice and world
weather Wiese assumed that ice reflects the intensity of
the general atmospheric circulation; that the circulation
is weaker with heavy than with light ice conditions, A
certain amount of evidence was offered to show that
insofar as the circulation over the North Atlantic and
Europe is concerned (the only regions considered) such a
tendency exists.

In presenting that hypothesis it was contended that
the effect of a diminution of intensity of atmospheric
circulation is a greater formation of ice. However, the
greater amount of ice favors a higher pressure in polar
regions and therefore a decrease in meridional pressure
gradients, and hence a further weakening of the circula-
tion. Thus a growth of ice caused by an incipient weaken-
ing of the circulation promotes in turn a continuation of
this trend, or one aids the other. On the other hand, the
presence of a larger amount of ice, in other words a south-
ward displacement of ice and cold water, implies a greater
thermal gradient between polar and equatorial latitudes
and consequently an increased circulation. The inherent
“contradiction” of the above state of affairs was first

ointed out by Simpson (46). However, it was inferred
gy Brooks (29) that the opposing tendencies may not be
balanced, in which case the circulation may be weaker
or stronger for one period or another.

If there is assumed an excess of ice and a weaker
circulation, it is apparent that the established process
cannot go on indefinitely because an element is im-
mediately introduced which opposes this tendency and
finally becomes the dominating factor, breaking up the
established chain. When this happens we have the
reverse process at work. The circulation is intensified
and, because of the stored-up energy, becomes above
normal.

Thus opposing forces are at work seeking to establish
a balance, which is never reached in fact. This explains
the existence of the apparent contradictions, a diminished
circulation associated with an excess of ice and ac-
companied by an ever increasing temperature gradient
and, conversely, & more intense circulation associated
with a deficiency of ice and accompanied by an ever
diminishing temperature gradient.

The necessary implication of the foregoing is that there
must exist some sort of an oscillation in the variation of
amount of ice and the atmospheric circulation. To be
sure it could not be periodic, nor very definite, since the
forces produced by thermal and pressure gradients are
probably never balanced. )

It would appear that one could find & reflection of
these oscillations much more readily in ice, because of
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its greater staying qualities and confinement to relatively
limited regions, tl%an in the atmosphere.

Several investigations show a definite tendency toward
a “periodic” variation in ice conditions. Meinardus (10)
who investigated the variation in ice at Iceland over a
period of more than 100 years found an average 4}-year
period. Wiese (2) showed that the ice regime in the
Greenland Sea also shows a similar variation. Brooks
(47) who analyzed by means of a periodogram Meinardus’
data augmented by subsequent observations found the
period at Iceland to be 4.75 years. A similar period is
also indicated in the variation of ice conditions off the
North Siberian coast between Kolyma, 160° E., and
Bering Strait (48). . .

It would appear from the above considerations that,
to a certain extent, ice in polar regions is indicative of the
state of the atmospheric circulation. Direct evidence
that this ice is related to world weather is practically
nonexistent. Little effort has been directed along these
lines and the evidence obtained is inadequate to enable
one to draw definite conclusions. Wiese (49) sought a
relationship between polar ice and rainfall in equatorial
regions on the assumption that an increased circulation
is associated with heavier precipitation, due to greater
convection,

Because of lack of extensive rainfall observations in
equatorial Africa, Wiese chose the mean level of Lake
Victoria as representative of the relative value of pre-
cipitation in a part of that region. For South America
the choice of the actual values of precipitation was made
possible. As an indication of ice conditions in polar
regions, Wiese took the ice regime in Barents Sea. A
correlation of May to July ice in the Barents Sea (1896~
1916) with contemporary values of the mean level of
Lake Victoria gave a coefficient of —0.62 (S. 1.=0.22).

It was further assumed that the process of a diminution
or intensification of circulation is reflected first in the
precipitation of equatorial regions. To check this, Wiese
correlated ice in the Barents Sea, May to August, with
the mean value of level of Lake Victoria during January
to April. The value of the correlation coefficient was
slightﬁy higher, —0.66 (S. E.=0.22). A correlation of
May and June ice with the mean value of the January
and February level gave r=-—0.72 (S. E.=0.22). Ice in
Barents Sea was also correlated with the annual precipi-
tation at 10 stations in equatorial South America (1896-
1916). The value of » was —0.61 (S. E.=0.22).

Wiese also sought to find a relationship between ice in
the Antarctic and the two elements discussed above.
Because of the nonexistence of adequate ice observations
Wiese took the pressure difference between Punta Arenas
and Cape Pembroke, which indicates the strength of the
south winds and therefore might possibly be considered
as a measure of the amount of ice brought northward.
Correlating the pressure difference for February to April
for the 20 years with mean level of Lake Victoria for
January to April he obtained a coefficient of —0.46
(S. E.=0.23). A correlation of pressure difference with
South American rainfall gave r=—0.24 (S. E.=0.21).

2. WALKER'S OSCILLATIONS

The three oscillations conceived by Walker: namely,
the North Atlantic, North Pacific, and southern may be
defined as statistically derived systems of pressure,
temperature, precipitation, and other elements which
were obtained by correlating the meteorological elements
at a large number of stations with one another and

selecting several elements which showed a marked mu'tuf;l
relationship. The elements were then incorporate ll?ch
formula in which each was given a certain weight W*
was determined somewhat arbitrarily from the value
the coefficient. .o
Though several investigations have indicated relatloof
ships between ice conditions in polar regions and SOmetoo
the elements which comprise the systems it would be 2Js0
much to say that relationships would be expected ub
with the systems as a whole. The correlations carrled‘)) o
between ice and the three oscillations gave (50, 51 of
significant negative coefficient apparently only in O&S?;ne
the North Atlantic oscillation M%rch to May an J of)
to August with ice in the Barents Sea of the same y:ew
and this may be due to presence in this particular Y5
of a number of factors which would be expected, fro .
other considerations, to show a relationship with ice
ditions. No correlation of the spring and summer N9 o0
Atlantic oscillations was carried out with ice in the G
land Sea. o8
With the North Atlantic oscillation, in the foll""‘('52)
December to February no relationship was indicateq e
with Barents Sea ice April to July (45 years) and I‘L t0
foundland ice, March to July (27 years), and Marc, .
August (38 years). Similarly, no relationship Wﬂsﬂm»
dicated from a correlation between the southern Oscrior
tion, June to August, December to February an
(2 quarters) South Orkneys ice (13—24 years).

C. Miscellaneous relationships

.

In this section will be considered attempts to find Ir:,lut
tionships between ice and meteorological variates wik o0b
reference to any particular hypothesis. One might €* ;.
that variates which are related to variates treated 2 "1,
tions A and B would show a relationship here 88 .o
However, the elements correlated with ice, with one €*
tion, did not figure in either of these sections. ai0”

Mossman in his investigation of Indian monsoo? 2(12)
fall in relation to South American weather, states

P 167) froﬂl
With regard to monsoon rains a comparison of the departure;intﬂ’
the normal for the southern autumn (March to May) an 4 joo
(June to August) conditions shows no definite relation ¥ o0
conditions at the South Orkneys during close and open ® the
Wiese attempted to show (5, 6) that the states %herﬂ
atmospheric circulations in the Northern and SO%% fof
Hemispheres tend to be analogous to each other, 85 o7
this reason, also the state of polar ice and the distZ}/ o
of pressure, temperature, ete. To obtain an 1deb5e1"
whether such a relationship exists Wiese compared oe 0
vations of ice at the South Orkneys, available for the? iod.
1903-12, with those from Barents Sea for the same Il) nes®
The comparison was limited, in case of the South OT* 100511
to March to May, (southern autumn) when posSlble gﬂd
influences on the formation of ice apparently are 1685 tho
in the case of Barents Sea to May to August. Frof. ¢he
table below it appears that years with heavy ice ®
South Orkneys are characterized with a positive e.th, je¢
in the Barents Sea and conversely, years with
conditions show a negative departure. . e Wb
The fact that not a single exception to this I i’
found led Wiese to presume that the relationships, den”‘l'
the short interval of time involved is not 8¢% m ﬂ,‘:
The analogy between the ice regime of the Southethu
Northern Hemispheres is however less successful ab the
appears. In the comparison of ice observation® cho!

South Orkneys with those of Barents Sea, Wiese®
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of

oli the autumn season was motivated by the desire to
tihmmbn ate as much as possible local influences on ice forma-
infiyg e it is admitted that in the autumn these
obSernee_S are least it is perhaps significant that when
eq“&g;auons of the summer season, an almost equally
Y W Bl season, were used in the comparison, as was done
Wag § alker (32) and by myself, the coincidence which

lound was very poor.

C"m_pari
With 3
(22 4

S0n of ice at South Orkneys, designated as “open” or ‘“‘close,”

ef:; :)n Barents Sea in departures (1,000 sq. km.) from normal

‘“OPEN” YEARS

1904 | 1005 | 1006 | 1907 | 1008
ront
S ~158 | —165| —61| —130| —121
“OLOSE"” YEARS
1903 1908 1910 1011 1912
Hrents Sea
_________________________________ +88 | 482 H17{ +97| +176

dyq 128 With an increase in the area of ice in polar regions
°ilcu10- a diminution in intensity of the atmospheric
aggmation there should also occur, it was reasonably
the 4 ed, g rise in pressure in these regions. To ascertain
Ohge ’:‘St_fince of such a relationship Wiese correlated the
Soup d&tloqs of mean monthl% gressure at McMurdo
1904 ;> &vailable for the periods February 1902 to January
pl‘essun January 1911 to December 1912, with the mean
Satio l;'e rom Gjesvaer, 71° N. 25° E., the most northerly
tiy, 2 &pparently, for which records for any length of
of o 42“'1‘6?‘ available. A positive correlation coefficient
Novémb (8. E.=0.26) was found for the period from
COrrelgy; er to the second February, or 16 months.

) lon of mean monthly pressure values between
l&nd er Aorctlc station, on the northeast coast of Green~
Decémg 5° N.) and McMurdo Sound, for the period
0.5¢ (g T 19612 to) July 1912 (19 months) gave a value of

- L.==0.24.).
hopg 0 Very short period covered by the records involved
Ing thpred_udes comment on the results. It occurs to
Doy, ({lit since seasonal and geographical factors operate
L d Stinctl against a general uniformity of circulation,
V&riatioubtfu if a marked analogy in ice and pressure
Ons between the two hemispheres could be found.

D. Relations between icebergs and weather

tigatli?) lcebergs that were considered in the limited inves-

Oce&n 18 are those observed mainly in the South Atlantic

Nonge, Walker (53) investigated the effect on Indian

the Do D rainfall of icebergs in the Southern Ocean, over
Tods 1885-1912 and 1869-1912.

Wi

the 20 Seen that in the South Indian Ocean (20° B, to 149° E.)
to Say) frr of occasions on which ice is recorded may be described
1%18 7, EI(I’]m 1888 to 1892, large in 1894, and very large from 1895
Wh 6, and lan frpm 1898 to 1902, large in 1904, small in 1905 and
oy 0 oup r“_rge in 1909, Thus ice was abundant in 1894 and 1909
1, Mongoins Were good, ss well as in 1895, 1896, and 1904, when
ay 9, 1890011 wag deficient, and in a similar way ice was scanty in
faifr & e 1892, 1898, and 1900, when our rainfall was above the
So eq, Wwell ag in 1891, 1899, 1901, and 1905, when the monsoon
mﬁ‘lth Ing; 2e8 not therefore appear that the ice (icebergs) in the

DRooy, lan Ocean exercises a material influence on the Indian

ing 2¢ dg
vtleg in t}?it:' for the South Atlantic Ocean are, however, more promis-
T smg)) ;‘espect * * % jt appears that the quantities of ice
rom 1885 to 1891, were large in 1892, very large in 1893,

and did not again become really large before 1906. In that year
and in 1908, very many observations are indicated, while there are
many in 1910 * * * it may be gathered that iceberge were
extremely numerous from April to October 1892, from December
1892 to June 1893, from September 1893 to January 1894 and in
1908; * * * fairly numerous * * * 1869, 1875, 1879, and
in 1906, Now if we turn to the data of annual pressure at Santiago,
Buenos Aires and Cordoba * * * we find that in the 3 years
mostly affected, 1892, 1893, and 1908, the mean of the pressure
departures of these places wag 0.47 mm., 0.77 mm., and 0.51 mm.
Further in 1869, 1875, 1879, and 1906 the mean departures were 0.14
mm., 0.32mm,,—0.03 mm. and 0.05 mm., respectively. The number
of years for which information is available is not large enough to jus-
tify a definite conclusion; but the data emphatically suggest that
years of much ice off South America tend to be years of high pres-
sure in the Argentine Republic and Chile. _We should accordingly
expect them to be years of good rainfall in India; and it is interest-
ing to see that in the monsoons chiefly affected, those of 1892, 1893,
and 1908, there were excesses of 4.93 inches, 3.64 inches, and 2.10
inches; while in the years 1869, 1870, 1875, 1879 * * * and
1906 less affected, the departures were —0.11 inch, 1.42 inches,
4.41 inches, 2.28 inches * * and —0.11 inch. The mean
departui;e for the first group is 3.56 inches and of the second group
1.58 inches.

It is perhaps worth while to point out in connection
with the above that the largest number of icebergs
recorded was 306, in 1906, of which 271 were in the South
Atlantic. It occurs to me, in the light of otherinforma-
tion, that the ratio of actually observed icebergs to those
that are released is negligibly small.

Walker also correlated (52) the southern oscillation,
December to February and June to August with contem-
porary and preceding (6 months) South Pacific icebergs.
The coefficients were negligible.

1II. SUMMARY OF THE MAIN RESULTS AND REMARKS

The main results presented here indicate a contemporary
and subsequent relationship between ice in the polar seas
of the Northern Hemisphere and the general circulation
as indicated by the pressure distribution as well as the
phenomena associated with it (temperature, cyclonic
activity, rainfall) over the North Atlantic and Europe.

With a heavy ice season in the Greenland Sea (approxi-
mately April to July) pressure is generally higher in the
neighgorhood of the polar seas but lower in mnorthern
Scandinavia, the Norwegian Sea, and to a smaller extent
generally elsewhere in Europe and the North Atlantic.
TFollowing the heavy ice season in autumn, pressure con-
tinues high in the neighborhood of the polar seas and is
low over western Europe, especially the British Isles,
northern France, ete.

The variation in pressure at various points, and in the
pressure difference between them, appears to be brought
about through changes in the intensity of pressure centers
and through their displacements, the general trend being,
in heavy ice years, toward a filling up of the Icelandic
Low, a flattening of the Azores HIiGH, a retreat of the
westerly extension of the Siberian HieH, and shift of the
pressure centers equatorward. This appears to be ac-
companied by a diminution of cyclonic frequency and &
southward displacement of the mean cyclonic path over
the North Atlantic, in the summer, autumn, and early
winter following the heavy ice season, which apparently
produces the heavier rainfall in the regions affected,
notably the British Isles® and the Baltic coast. A sub-

% In a discussion of Wiese's results as they %ertain to periods of exces§ive rainfall over tht_!
British Isles the following statement by C. E. P. Brooks is quoted: *In spring and sum
mer of a year with much ice, pressure tends to be sbove normal near Iceland, d minishing
the force of our westerly winds. In spring the high g:-essm-o tends to sl;‘r?%dn g}’g: :h:
British Isies and Scandinavia giving us a fine, though rather eoldl se&:% T ol and the
remainder of the )Eear é)retssure oveTr gPele;tlzlé“lﬁlles ;gixiz(i‘:atﬁ eb?nbglﬁ!whw Buthmn and
ya‘i-?mgxinttoert;)?u:rviosoge o? o(t)xrgn n%)st dist?grsecalgle wat’;enson's, notably 1912 and 1018, can %o

nmﬁ)utod mainly to an oxcess of fce near Icoland and in the Greenland Sea” (Q.J. R.
Meteor, Soe. p. 137, 1630).



sequent analysis of wet periods in the British Isles indi-
(éa,ted an association with ice conditions in the Greenland
ea.

With a heavy ice season in the Barents Sea somewhat
similar relationships obtain. Rainfall is above normal
in central and southeastern Russia during April and
May. Attempts at relating past rainfall to ice and the
forecasting of rainfall have proved moderately successful.

In connection with the results presented above, various
limitations and difficulties must be pointed out. The
data upon which they are based are meager. Many of
the coneclusions are based on studies of years in which the
ice was in fairly marked defect or excess rather than on
all the available data. Again, and this is especially note-
worthy from the point of view of forecasting, the results
are based on averages and often differ markedly in indi-
vidual years. On the other hand, the various results
obtained by different investigators using data for some-
what different periods have proved fairly consistent.

Since the physical basis suggested for the various rela-
tionships is still uncertain, we have no definite assurance
that some of the results are dependent on the ice. This
does not diminish the value of ice as a criterion of the pre-
ceding, contemporary, or, what we are mainly interested in,
subsequent weather, especially since the other factors are
unknown. On the other hand, unless the other influences
are also ascertained, we shall ever be somewhat at loss as
to the correct evaluation of the ice factor.

To determine finally the role of polar ice it will be neec-
essary to elucidate a multitude of points. These may be
classified broadly as (1) the manner of variation of ice, (2)
the relationships between ice and the weather, (3) the
physical basis underlying these relationships. The above
necessarily implies a study of other factors which appear
to be related to ice as well as to the weather,

In conclusion I wish to point out the advantage of em-
ploying ice as an index of the general circulation and the
weather, by virtue of the persistence tendency or relative
inertia to changes with which the ice is characterized,
and the stabilizing effect which ice apparently has on the
general circulation. We might expect that an element
characterized by a certain amount of persistence tendency
would not only reflect large scale and complex changes in
the circulation in a simpler manner than an element which
does not possess this property to a marked degree but that
it would also simplify these changes through its stabiliz-
ing effect. On the other hand, any element characterized
by too much inertia might be expected to be too insensitive
to important changes in the circulation. Thus an ele-
ment 1s required which is neither too elastic nor too rigid
(in the above sense); and it appears that ice is one

It should be added that none of the investigations
directly concerned the weather in the United States.
There is good reason to believe, however, that the ap-

arent variation with ice conditions of the positions and
intensities of the Icelandic Low and the Azores migm is
reflected in the weather in this country. Nor did any of
the investigations reviewed deal with the known variations
in ice conditions off the Alaskan Peninsula and northeast
Siberian coast. It seems probable that an association
between the state of ice in those regions and the weather
in Canada and this country may also exist.

I am indebted to Prof. C. F. Brooks of Harvard Uni-
versity and to Prof. H. C. Willett of the Massachusetts
Institute of Technology for a critical reading of the con-
tents of this paper and for a number of valuable discus-

sions.
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DISCUSSION OF SOME THEORIES ON TEMPERATURE VARIATIONS IN THE NORTH
ATLANTIC OCEAN AND IN THE ATMOSPHERE

By R. B. MoNTGOMERY

The first part of this discussion deals with the work of
Helland-Hansen and Nansen (1). It is not necessary for
our purpose to give a detailed review of this book. I
wish merely to present the general conclusions reached by
the authors, together with a few examples of the evidence
on which the conclusions are based. I wish also to dis-
cuss, in certain phases, the validity of these conclusions.

The first part presents Helland-Hansen and Nansen’s
study of the surface water and air temperatures and winds
in a number of regions of the North Atlantic Ocean (sce
fig. 1) ! for the years 1898-1910, especially for the months
February and March,

It has been suggested by many authors that variations

of North Atlantic surface temperatures, and of water and
air temperatures along the northern coast of Europe, may
be due to variations in the strength or temperature of the
permanent ocean currents, particularly of the Gulf Stream
system. The authors of the present book show that this
is very unlikely. There is practically no evidence of any
progression of water temperature anomalies along the
paths of the ocean currents, but rather anomalies of the
same sign appear simultaneously over large areas. For
yearly temperatures the agreement covers the whole
eastern North Atlantic between latitudes 30° and 60° or
even down to 18°. (See fig. 2, for example.) Further-
more, according to the authors, the air temperature anom-
alies, which on the whole run parallel to those of the
water, have magnitudes larger than those of the water.
This i1s indicated in figure 3a, but in figure 3b the two
magnitudes are very nearly the same. If the air tempera-
ture anomalies result directly from those of the water,
the former would be expected to be smaller than the
latter. Finally, the authors point out that the water along
the Norwegian coast, where the temperature is known to
have close associations with Scandinavian weather, is not
even in part supplied by the Gulf Stream (as was sup-
posed by Otto Pettersson).
. The conclusion reached in the book is that anomalies
in water and air temperatures result from anomalies in
the local winds, and that the two temperature anomalies
occur independently. For instance, where the winds have
an abnormally large southerly component, the air tem-
perature is raised and surface water is driven northward,
or not so intensely southward, with the result that the
water temperature is also raised. This phase will be
discussed in more detail:

Figure 4 shows normal surface isotherms for February,
and normal gradient winds for January and February as
determined from surface isobars. The authors find that,
in the open ocean region where there are no strong dis-
turbing factors, the angle between gradient wind and
isotherms varies only between 29° and 47°, with a mean
of 39°. Assuming water temperature to be a conservative
property, the motion of the surface water must follow the
isotherms. Hence the authors consider this angle of 39°
to be in excellent agreement with Ekman’s value of 45°

1 Figures 1 to 6 are reproduced from Helland-Hansen and Nansen (1): figure 7 from
Bergsten (3).

] t
for the angle between surface wind and the drift curre?

r
at the surface. The first objection to_this is that ,W“zfy
temperature at the surface can hardly be suﬂﬁcl%ﬂec,
conservative to justify this reasoning. The second 0 ]sof
tion is that the authors failed to realize that, regardless,’y
the direction of the surface current, the transport othe
steady drift current in deep water is directed 90° fro® .,
surface wind. Of course a gradient current may be suP
posed, so that the total transport is at a smaller “n.gl?aual

In plates 16—41 the authors give charts for indiv}®"
months, two of which are reproduced here in ﬁgureber
The plain figures are departures from normal for ﬁre,
temperature, the encircled figures for air tempel""t
both in tenths of a degree. The gradient winds are 8 Oese
by arrows, the thin arrows being normal values. fro0!
charts show clearly that, where the winds blow more s
the south than normal, in general both air and
temperatures are raised, and with northerly winds ..
are lowered. This is strong evidence in favor of theherio
perature changes being due to changes in atmospP
circulation. R AL

In order to put this on a rough numerical basis I jop
studied the femperatures and wind from the .regthe
37°-49° N. and 20°~40° W. Throughout this regi®® ;o
water is normally warmer than the air, the ﬂVeThis
difference for the periods involved being 0.85° C- i
is a{)proxnnately the region where the authors foUl” ye
angle of 39° between isotherms and gradient Wit e
wind blowing from warmer to colder water. From .4
26 charts I have tabulated all cases where the =,
vectors have magnitudes equal to or greater than 22 1685t
but where the angular deviation from normal is 8V oy
20°.  There are 19 cases where the deviations are tom,,ly
southerly winds; the average water temperature ﬂn"wre?
is 0.38°, with all cases giving positive or zero depﬁ.zh 16
the average air temperature anomaly is 0.88°, W 10d8)
cases positive. There are 24 cases of northerly W ig%
water anomaly —0.37°, 15 negative; air anomaly —
20 negative. .1 effe’

It is desired to determine whether the essentl® “i,cé
of anomalies of wind on temperature is (1) to P, y?
meridional displacements of the water which . jis
affect air temperature, or (2) to produce meridlonﬂpeﬁ!’
placements of the air which in turn affect water temof o
ture, or (3) to produce independent displacements "o
and water, The first alternative is contradicted P jlef
fact that the anomalies of water temperature are ® a}ysb"
than the corresponding ones for air. But the “nr (o
above does mnot favor the third alternative 0"%110#9
second, and hence does not corroborate the atl .
conclusion. oD

For the same region I have tabulated all cases W.hn put
wind vectors have approximately normal duocu"m’ v
where the magnitude differs from normal. The ‘oh the
tude has a positive deviation in 34 cases, for WEI 02
mean water temperature anomaly is —0.30° and tb 0 h”ﬁ
air temperature anomaly —0.26°. The magnitt® ,m®
a negative deviation in 20 cases, for which t0°

(52
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FIGURE 1.—Location of observations of temperatures of alr (in circles) and water (plain figures).



sponding quantities are 0.06° and 0.045°. These quan-
tities are not symmetric because the normal values are
not means for the one wind direction. .

If alternative (3) above is the correct one, it would be
expected that winds above normal would give negative
water temperature anomalies and positive air tempera-
ture anomalies, and vice versa. The values found in the
preceding paragraph do not confirm this but rather favor
alternative (1). Hence the evidence is conflicting and
does not lead to the conclusion reached in the book that
alternative (8) is the correct one.

The second part of the book deals with atmospheric
variations in general, and a comparison of these with
solar phenomena. The conclusions reached in this
iec(i?d part may be quoted from the conclusion of the

ook:

The point of departure in these investigations was the wish to
investigate more closely some of the yearly temperature variations
in the North Atlantic Ocean. We have seen that such variations

are present and that they are very considerable and extend over
great regions in common. They can be ascribed in greater part to
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FIGURE 2.—Anomalles of ocean surface temperatures, Feb. 3 to March 4. 1. Average of
six 10° Jongitude areas New York to the English Channel. 2. Average of the three
eastern 10° longitude areas, New York to the English Channel, 3. Averago of twelve
10° longitude areas, Portugal to Azores. 4. Average of the three western 10° longitude
areas, New York to the English Channel. 5. Average of curves (24-3)/2and 4,

the action of the air pressure distribution, that is to say, the winds.
In order to understand the occurrence and the nature of the varia-
tions, meteorological variations must therefore be closely studied.
These can be understood only when the atmosphere as s whole is
ix_xvegtxgated, and we are therefore led to make a very wide inves-
igation.

Hithereto these extensive investigations have shown us that dif-
ferent groups of regions vary intact in a definite direction, while
another group of regions varies in an opposite sense, and that again
still other regions show transition phenomena, partly on account of
phase displacements and partly on account of mixed relationships
to the primary groups. All this gives us a variegated picture of
the meteorological fluctuations, but out of this same variegated
picture we find also by a proper analysis the influence of the varia-
tions in the solar activity which in all probability make themselves
felt first in the higher layers of the atmosphere and thereby pro-
duce disturbances which again introduce changes in the lower
layers. Such dynamic changes will take different courses in respect
to the temperature, cloudiness, precipitation, ete., at different sta-
tions of the earth. But it seems possible by a thorough evalua-
tion of available observational material to work out sure and
general rules to cover the phenomena.

The authors arrive at the importance and the mechanism
of solar radiation as follows. Atmospheric phenomena
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show a parallelism to solar phenomena. (The methof
used was a visual comparison of many smoothed cuereﬁr’
see for example fig. 6.) But the first effect of 8¢ -
changes is not found to be a change in surface air ¢
peratures, but rather surface meteorological p]:xenom.m;1
result directly from the general atmospheric circulati®
Hence the direct effect of solar changes must take P*#
at some level above the surface. ry

This needs modification in view of Simpson’s V¢ v
important and masterful paper of 1928 (2). Assumﬂ(l)t
that the spectral distribution of solar radiation does ?he
change, Simpson finds that radiation balance for of
earth may be maintained during a 1-percent increﬁs@illg
solar radiation intensity by any one of the folloW
mean atmospheric changes:

(a) An increase in surface temperature of 2°. 5.

(6) An increase in stratosphere temperature of l'the

(¢) An increase in cloud amount of 0.01 of
area of the sky.

Simpson says: ‘“Now there is very good reason t0 be
lieve that variations in solar radiation of the orde® 'y
magnitude of 1 percent have occurred in recent ye& %,
without anything like a change of 2° in mean Squ’Zly
temperature. On the other hand he believes it ,lllfdﬁl
that an increase in solar radiation, by means of an I
increase in meridional and monsoonal temperature gr}?ich
ents, results in an increased atmospheric circulation W
produces the slight increase in cloudiness necessﬂrysed
effect radiation balance. At the same time the incréd:
circulation can produce marked changes in weather ¥, e
depend on a station’s locality with respect to the €Y
lation systems. "

Simpson does not mention the following: The Oh”’gzd
in cloudiness he prescribes keeps the solar energy abso’
by the earth essentially constant in spite of a changerce
solar radiation. Hence it is difficult to find the 80%: .
of the additional energy necessary to maintain the the
creased circulation. If he is correct, it means tha the
atmosphere as a heat engine is more efficient whe® "4
cloudiness is greater. This is probably true,
increased condensation. with

Hence Simpson’s work is essentially in agreement %,
the conclusions of Helland-Hansen and Nansen regﬂ’iﬁe .
the effect of changes in solar activity, but it gives 8 d
ent interpretation.

NOTE CONCERNING A PAPER BY FOLKE BERGSTEN )
In spite of the conclusion of Helland-Hansen and 1{;115:11
sen that variations in surface air and water temper®’ ip
in the northeastern North Atlantic are not in th¢ _jof
caused by variations in the Gulf Stream and Labt hod
Current, the opposite is still considered an establl® "
fact by many writers. An example of this is 2
which recently appeared by Folke Bergsten ( 1. th9
The starting point of this paper is climatologic®" ign
great warmth of northwestern Europe and the NOr“fwde'
Sea compared with the average for the same Jatt ool
This 1s immediately attributed to the Gulf Str sond
Now it is true that there is a warm northwar c;‘[f‘&roe’
between Iceland and Scotland (largely in the gare?
Shetland Channel), which has a heat capacity of the ougb
order of magnitude as the winter air transport t’hg the
the same section. But it is a misnomer to call tH* culf
Gulf Stream; properly and technically the Dpam ..,de
Stream applies only to the current west of long ered
40° W. The current here in question may be const e
one of the terminal branches of the Gulf Stream &Y
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tﬁlt 1t is unlikely that its variations in intensity follow

03¢ of the Gulf Stream. On the other hand it is rea- 2~  20°-60° LONGITUDE NEW YORK.
: ‘ o ENGLISH CHANNEL ROUTE

3

30-39°W. 43-44° N.

1 1 L 1 | 1 | 1 1 L 1 1 J
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FIGURE 3b.—Air and water temperature curves and differences for the four middle 10°
areas between New York and the English Channel, February to April,

NORMAL SURFACE ISOTHERMS, FEBRUARY, AND
NORMAL GRADIENT WINDS FOR JAN.-FEB. AS
DETERMINED FROM SURFACE ISOBARS
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Alr ang water temperature ocurves and differences for four areas between
ortugal and the Azores, February 3 to Mareh 4.

Pary lo to assume that its variations depend in large
g g, 8 atmospheric circulation in the region east
uth of Iceland. FIGURE 4.
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From this climatological starting point Bergsten pro-
ceeds on the assumption that changes in European tem-

DEPARTURES FROM NQRMAL IN TENTHS OF A
DEGREE C. FOR WATER TEMPERATURES
AND AIR TEMPERATURES
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FIGURE §.

perature must be due to changes in the Gulf Stream.
As a measure of the Gulf Stream Bergsten has carefully

compiled monthly surface water temperatures for g;g
quadrangle 59°-61° N., 10°-30° W. for April to Octo ot
1900-1933. The current in question, I believe, lies b0
on the eastern edge of this region. (he
He has then correlated the yearly values (mean of -
7 months) with temperature in the following Decemb®
March at 18 land stations. Isocorrelation lines are sho
in figure 7. The following are the highest coefficients

0

Karesuando (northern tip of Sweden) ... ______________._._- 0. gﬁ
OO - o e ‘38
Vistmannd. - ___ - 4

Hence the relation is limited to northwest Scandins™”
and the stations adjacent to the quadrangle. arf
But there is a high correlation of December to Febr“l o8
Scandinavian temperatures with the contemporary Vﬁ:;rn
of Walker’s North Atlantic oscillation (4) which in ™
has almost negligible correlations with the oscillatio,
previous quarters. Hence, unless the winter oscill® o
1s caused by the summer water temperature and the W’t‘i on
temperature is independent of the summer oscill2} e
(which are disproved below), Bergsten’s low correlat!
are to be expected. . nd
It is tempting to make use of Bergsten’s convenient ”wd
careful water temperature values. Below I have tabuld

~
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F1GURE 8.—Three-yoar (full ine) and elevan-year (dashed line) running averﬂ%e)‘f
temperatures in several reglons of the earth and sunspot numbers (inverte
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the departures from normal of the mean of his June, Jols?
and August values, in degrees centigrade.
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Normal is 10.9°. The standard deviation is O
(excluding the last 1, 2, or 3 years it is 0.54°). eraf'“re

The correlation coefficients of the water bem{’ g
with Walker’s North Atlantic oscillation are as fo 10/
p¥
BN | D-F |M-M| J-o | 8N |~
North Atlantio osclllation in :
uarters later ... _.______ -3 -2 -1 0 1 ol
With water temperature June to 2 3’0
___________________________ -2l —.4l | —. 42| =069
[5:) ¢ T 34 31 32 33 83 W
With North Atlantle oscillation, 08| g
June to August....._.__..________ .16 .38 .30 1.00 7
YORIS.eeeimmmno oo 56 56 57 |eeommee- o -
pé

. tis
In the same table are reproduced some mtercorl‘elivgtef
of the oscillation. The multiple correlation of the
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i:%llégl‘ature with the oscillation 0, 1, 2 quarters previous

i 1L s Seen at once that the summer water temperature
® quadrangle has no effect on the value of the

'40 % 30 so

2% 20 )% 0 5 O $ 10 13 20 23 30 33 40 43

i

o

®
&Z}éﬁg};?onelatiou between the summer temperature of the surface water in the

08(3i11 .B 0n and the air temperature of the following winter in the north of Europe.
OSngtioll in the following winter. On the other hand the
8 on m the contemporary and previous two quarters
Considerable effect on the water temperature. This
®xcellent example in favor of Helland-Hansen and

8

o7

Nansen’s thesis that water temperature anomalies result
largely from anomalies in local winds.

1t should be noticed that the correlation between the
oscillation and the water temperature is negative. Walk-
er’s chart 6 in “World Weather VI,”” showing correlations
of contemporary air temperature with the June to August
value of the oscillation, gives positive values in this
region: Grimsey 0.46, Stykkisholm 0.44, Thorshavn
0.76. 'Thus, when the southwest wind is stronger than
normal here in summer, the air temperature is raised and
the water temperature lowered. This supports, better
than any evidence given by them, Helland-Hansen and
Nansen’s thesis that water and air temperatures are
affected independently by the wind. Of course we cannot
say whether the cooling of the water is due to a drift
current moving southeast, or to mixing of the surface
water with subsurface water.
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SUMMARY OF THE METHODS USED AT THE SCRIPPS INSTITUTION OF
OCEANOGRAPHY

By R. B. MoNTGOMERY

Introduction.—Water temperature readings from the
pier of the Scripps Institution at La Jolla have been taken
daily since 1916. In that year Dr. G. F. McEwen started
making experimental forecasts of seasonal rainfall on the
basis that subnormal water temperatures in the summer
are followed by relatively heavy rainfall durin%1 the follow-
ing winter in the coastal region of southern California, and
vice versa. The first published indication (forecast) was
in 1921, and one has been issued each October since then.
In each case he merely presented the evidence and stated
that it was largely empirical so that, in view of the short
period of the water temperatures, it could not be regarded
as very reliable.

These forecasts proved successful for a few years and
drew the attention of the power interests in the region.
However, the method did not work perfectly (the indica-
tions were entirely wrong for 1924-25), and 1t became evi-
dent that this one indicator was insufficient to give reliable
forecasts. Hence the power interests made it possible for
the institution to expand its program in this field in 1928,
beyond the limited time that McEwen himself could spend
on it. Accordingly attempts were made to utilize the
water temperatures in more complicated formulae for
forecasting rainfall and to include air temperatures, and
methods were developed for forecasting the monthly water
and air temperatures three months in advance. Weather
cycles were also studied and utilized in forecasting.
During this time the work was carried out by Dr. A. F.
Gorton, and some of the results were published under his
name. .

Due to the failure of the forecasts for 1929-30, outside
support for the work was removed, and further extensive
research was discontinued in 1933. Since then, owing to
the continued interest indicated in his work, McEwen
has, however, continued to apply the procedure already
developed.

1. RAINFALL FORECASTS BASED ON DIRECT USE OF WATER
TEMPERATURES

The seasonal rainfall igures used are those for the period
from July 1 to June 30. The summer months in Califor-
nia are dry, the rainy season being contained between
November and April; January usually has the most rain
and over half the precipitation occurs in the 3 months
January, February, and March. Hence the rainfall indi-
cations issued in October for the year (July to June) are
predominantly for coming months.

As a physical basis for this forecasting method McEwen
(7) offers the following. The North Pacific high-pressure
area is most intense, necessitating an excess of air, in
summer, when North America is a region of relatively low
atmospheric pressure. During winter, on the other hand,
there is relatively high pressure and excess of air over the
continent. This necessitates a transfer of air between
summer and winter from the North Pacific to North
America, following the general circulation from west to
east. 'This transfer occurs intermittently in the form of

storms. ‘“The mass of air that is thus transferred poi:,hﬂfl’
13

land during winter should be proportional to the ini%
mass over the ocean.” From year to year the sum™?”
accumulation of air over the Pacific is subject to V8"
tions, causing proportional variations in the subsequ® is
transfer of air to the continent. The ocean air whicl e
transferred across the coast in this manner is mois uo‘
laden and hence capable of giving precipitation, in Prhe
portion to the annual transfer of air from the ocean t0 2119
continent. However, the mechanism for precipitating
moisture need not always be present, thus indications, Odi—
deficit of rainfall should always be fulfilled, whereas X 4
cations of an excess should not necessarily be fulﬁufﬁc
During summer the pressure gradient between the P’ ﬁ.c-ng
micr and North America is associated with prevel®
northwest winds along the California coast, which 0
port the surface water offshore (the wind drift transP
being deflected 90° to the right of the wind in the Nor th?}n’
Hemisphere), thus producing upwelling and lowered ¥
peratures along the coast. Thus departures from norléled
in the summer Pacific H1GH from year to year are atte? 161
by simultaneous departures in coastal water temper atV
and by subsequent departures in rainfall. the
In support of part of this argument McEwen offer? are
following table giving monthly averages of pl‘ess,ﬁhe
gradient in inches per 1,000 miles from the center © ar®
Pacific riGE to the coast and of ocean tempewf' 0
reduction below the latitudinal normal at San Luis O
(see also (11)):

ns’
trey f

——rt
JTIF{M A |M|J JASOi/

g]1-

Pressure gradient......_.._..___ 1.00{1, 28|1. 62(1, 87(2. 07(2. 30[2. 46{2. 56|2. 54/2. 39 18 0
QOcean temperatitre reduction 7.8] 6
(dOETRES) v oeomeeeeecaeanes 2.0 2.1| 2.6| 3.5 4.7/ 6.2) 7.4/ 8.0[ 8.3 8-2/

od
Later (19), McEwen states that “actually, th‘iﬂggd
temperature is an index of a complex of conditions Y€ " ye
to our weather.” By this he evidently means & gs pot
de%ree of lowering of the coastal temperature depe® looﬂ»l
only om the intensity of the Pacific migH, but also P
conditions such as cloudiness and stirring due to Wi l'licll
There are further criticisms of McEwen’s scher® ", 10
seem obvious. If we take his scheme literally, th2 Wesf'
assume that the air which crosses California from ¥0° e
during the fall and early winter consists exclusively %ring
excess air which was stored up in the Pacific n16H fi's;n&
the summer, there are the following three critt gﬂd
This scheme could be roughly checked by calculatio?
it seems probable that much more air crosses the c085” och
could have been stored in the migr. Again, if be1s co ped
then the transport should cesse in madwinte® th¢
ressure is lowest over the ocean and highest 07° i i
and; but the rainy season continues into April. Agd ly
he is correct, the yearly transport should depend no® "tho
on the summer intensity of the Pacific HicH,
differences in summer and following winter betWeeIf we
Pacific m16r and the pressure over the continent

(58)



do not : .
. ta‘k . . .
basig and e his scheme literally, it loses its exact physical

be ki reduces to saying that the Pacific HicH seems to
eXact r‘%b’_lndlcator for subsequent rainfall, although the
cEe ation between the two is unknown. .
®xplay, Vti(en (13) also mentions another and more plausible
eratu? lon of the relation between coastal water tem-
X, s and following rainfall.
inshOre* Wthe oceanic circulation about the Pacific m1GH carries cold
equ&torialater.’ forming the California current, into the eastern
W , for Tegion south of the miaH, and also carries warm equatorial
the intene:; & the Japan Current, north of the nicu. The greater
:chan 8ity of the micH the greater would be the tendency to such

€ In the distribution of ocean waters; the full effect occurring

Monthg Jater. Since the migH tends to be centered over low-

‘ e
m])erat
H € Ieglons, Such a change Of ocean temperature Would

Tesu]
g‘esgo‘r’;la southward displacement of the mieH, thus permitting

& regy 8 from the ocean to pass over the coast farther to the south.
U8uga] § b of this would be a relatively heavier precipitation than
0 California.
beg OTton (27) offers another physical basis for the relation
follgye Summer coastal water temperatures and the
18 ing; g season’s rainfall. The coastal upwelling, which
Vailin, Cated by the temperatures, is a measure of the pre-
the 15 ROrthwest wind and hence of the development of
&ccordfm ic mrgH, just as McEwen postulates. But,
Rigy nllng to Gorton, a relatively great development of the
Upeg Ust be accompanied by subnormal surfaced temper-
llox-malthl‘oughout the region of the miem. These sub-
Wonth temperatures will persist for at least 3 or even 6
duced he As evidence of the persistence see table 1 repro-
Ocegy, iorefrom Gorton’s paper. The resulting subnormal
farly, . OMperatures over a large region during fall and
Nort Wmter.have a pronounced effect on the weather of
gy lerica, as shown by Stupart. In particular, the
P&ciﬁCPOSltlon‘ of the polar front in the vicinity of the
Lo Coast is brought to lower latitudes. With th
O the fP,OSltlon of the polar front, southern California is
thr()ughl'lnge of the storm tracks whose maximum passes
o the ashington. With the more southerly position
anq ¢ Polar front, southern California has more storms
&bnormoll'e ra}nfali than normal. On the other hand
e foly ally high summer temperatures along the coast
Umog ; OWed by a northerly position of the polar front and
The complete absence of storms in southern California.
Cagty gI:e&SOn for using the water temperature for fore-
f‘llldtmllﬂsteud_of the pressure in the HIGH, which i3 more
Dressuree Otal, is that there are insufficient reports of

Tanny 1.

~Departures from the normal of surface temperatures in the
ulf of Alaska according to the Kobe reports

. Winter, Jan- Summer,
car Ve hang | sprime | Jaly-Sep' | ¥al

o] |
+ + + ¥
¥ + 5 0
SIS A
L A -

T — I + + +

™2 for 1997 N

ot yot published.

he
%‘ﬁres tﬁ?ﬁ complete table of rainfall and ocean tempera-
o eg' Inimeo as been published is that given by Gorton in
avolg o Sraphed forecast for 1932-33, for ‘the 16 pre-
Cragg Ofrs.. (See table 2.) The temperatures are the
daily (8 a. m.) readings from the 30th to the

With the .
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41st week of the year. It is seen that for the south coast
region during the first 8 years positive departures of tem-
perature are in each case followed by negative departures
of rainfall, while negative departures of more than 1.1°
were followed by positive departures of rainfall. This

Crescent City

Hetch-Hetchy

Los Angeles
Foothills District

|
Barrett Dam
vm-/lA\A—
‘ .

South Coast
I~

iver Run-off

Pt b draia
1900

bt vty rrr bl
1910 1920 1930

FIGURE 1.—Seasonal precipitation of selected districts in California, 1900-30. Repro-
' duced fromn Gorton (27),

indicated that the forecasts were valuable for indicating
the sign of departure at least. But 1924-25 was the driest
of the 16 years, although the temperature in 1924 was as
low as any of the 16. Of the remaining 7 years only 3
continue to show the opposite sign.
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This repeated failure of the early correlation led to its
subsequent use only in conjunction with other indices.
Some of these other indices were mentioned in McEwen’s
forecast of 1928. Though the forecast of 1924 was the
worst from the point of view of those using the forecasts,
those of 1929 and 1931 were the death blows to this direct
use of ocean temperatures, for the physical basis offered

San Diego ~ [ I {

Los Angs

i

Portland =,

—
Drainage basin of
Lakes Huron Mich.

Boston ey

Charleston o

Sun-spot numbers

|

Sun-spot numbers
not accumulated

weeliad b, unlnn pndey lljlllllllllllllll aulouling nnluul lay

.lnnll
1830 "40 'S0 ‘60 ‘70 80 ‘90 1900 ‘10 20 ‘30

FIGURE 2,—Accumulated departures from normal precipitation and sunspot numbers.
Reproduced from Gorton (27).

by McEwen showed that an indication of decidedly
deficient rainfall should surely be fulfilled.

This same method was also used in conjunction with
water temperatures at Hueneme and Pacific Grove (24)
and at San Francisco (32), as well as with air temperatures
at San Diego (34), and applied to individual stations
(using parabolic equations) in southern coastal California
(10) and to other regions in California in various papers,
but with no better success.

e e m
TaBLE 2.—Average 8 a. m. temperatures and total precipilalion fro
30th to 418t week of year

Santa B“b:;: 0793‘
La Jolla South coast region g{og 3:)9"
statio! )~
ar
Temper- | Depar- | Precipi- [ Depar- | Precipi- D&‘;e
ature ture tation ture tation
3.8
85.5 ~2.1 12,9 0.4 21,42 4.9
68.3 7 10.9 —-L6( 2206 ,Lg
69.1 L5 8.9 -3.6 13,46 -3
66.5 -11 12.3 -2 14,25 ,s.g
67.4 -2 10.8 -1.7 14,76 3‘3
86.2 -1.4 21.6 9.1 21.45 ’-la‘
67.8 .2 9.0 ~3.8 16, 47 .«11's
69. 4 1.8 8.7 -3.8 6.35 ’5‘9
65. 6 -2.1 7.6 —4.9 12.46 -3
66. 9 -7 16.8 4.3 16.91 4«1
67.4 -2 17.8 5.3 22.15 -3 1
67.3 -3 1.1 ~1.4 14. 60 ’5'1
66.0 -1.6 10.2 —2.3 12.69 —5-“
gl i Hel el omh)
. . 11, - 3 J
70.5 2.9 17.1 4.6 22,00
.80 |--o2=
(i S 12,5 Joanooeen 17.8 %
65.2 —2.41 104.5)| r1(+2)| 1(20.8)
1 { )=indicated. -
. , . . pitolt
Taun 3.—Correlation coefficients of various inderes with precip*
tn northern and southern California
/
cog%]:.
o
Index Precipitation distriet | Period |fcies*
o
Hueneme summer temperature - -.. -.o_..- South cosst. . .ooooao 1916'22g . 34
Oceanside summer temperature....... N P, P 1 U - 1921"29 ‘4
Pacific Grove summer temperature. ... _._...{.._.. P S - 1919‘28 -y
Tokye September-October temperature..._..| Hetch-Hetehy_______._ 19()7-28 -
Tokye November-December temperature. ... |-.._. A0 e 1907'28 -3
Tokyo March-May temperature....__....... South coast. ... 1900‘28 ]
Tokyo Mareh-May temperature. ... .| Hetch-Hetchy__ 1907—27 ‘0
Santa Barbara November temperatur .| Crescent City 1900’27 “ol
San Diego September-October rain__. N do._a--_. 1900~ ) -
Composite index of Hueneme and La Jolla 1918- i
summer temperature. a0 ‘51
La Jolla April-May temperature..... ..._.o|..... [ [ T 1916‘30 ~a
La Jolla July-8eptember temperature. ...... Heteh-Hetohy. ........ 1916'29 -
La Jolla July-September temperature.__. Hhmtington ake in- | 1916~ . ‘5;
ow.
La Jolla Upwelling period..comeueeeoooooooo ] [ 1916’%8 ot}
La Jolla Upwelling period 1..__ Huntington Lakerain. 1916—30 -
Tokyo September-October temperature Hetch-Hetehy___..._..| 1916 20 -
Tokyo November-December temperature f..|._. 3 (S 1916~

! The last three correlations were made by successive differences.
. ﬂOf’

In discussing other methods used at Scripps, I W’léch’ﬂ
include the applications of Blochmann’s and ¥7¢ able
indices (12), or of air temperatures in Japan. (Sees- "e
3 reproduced from (27).) Nor will I discuss the 500
taneous correlation found between wet and cold 5% ,m-
These are of minor importance and were used 0B
porarily. < o for the
B It will be noted that less physical basis is offered o
following methods than for the one discussed abo?®’ eeﬁ
k I will first present the two methods which h&"‘;gonﬂ
used in combination in the latest forecasts of 5¢5; &
precipitation, then two methods which were useC .r8*
short period, then a method for forecasting air t€
tures and one for ocean temperatures.

2. CYCLES

He,
Two periodicities are stated to predominate, the(ZZ/zg
mann cycle (5-6 years) and the Briickner cycle Vo ,3
years according to Gorton, but actually slightly Oectl"ﬂ
years according to Gregory). From a casual msi%as,dh
of the curves for temperature (33) these periodiC Whlct
not_appear well marked. The Hellmann cyclé 0
might be of special use in seasonal forecastings



O¢e . . .
S;u:l B-ﬂt regular intervals. For the air temperature in
R . 2620 (during 1900-31) we have:

SBular 4

AStug) mﬁﬁeg“ls .......................... 1901 1907 1913 1919 1925 1931
Ml pyjgia=--meenesen e OOTTI08 114 9is10 ozl 161
Ho

aroun‘gever: there may be cycles whose period varies
Yprogy 6 years. The precipitation curves (27), here
o Igegl (figs. 1 and 2), suggest similar periodicities.
axi> Brickner cycle, which 1s expected (18) to reach a
in Drecl‘m'l shortly before 1940, is markedly indicated only
leﬂgth \pitation curve 11 for Owens River run-off and its
Sorjeg o0 hardly be determined definitely from & 30-year
n the mimeographed forecast for 1932-33 it was

Stat, ]
1925e,d that a crest was reached in 1910 and a trough in

&
Ing Cycl factors” are computed for forecasting, in &

th four 206 published, and are used in conjunction with
of th OWing method. However, from a casual inspection

toylg b“““’?S, it would not seem that the cycle factors
® reliable for forecasting.

* DIp
, FERENCE BETWEEN SUMMER AND WINTER OCEAN
TEMPERATURES

In g,
Averg, this cage the index, X, is the difference between
Groy gef coastal water temperature at La Jolla or Pacific
Samg , OF the period August 1 to October 15, and the
Februa verage temperature for the preceding January,
rainfaury' and March. The forecasts are for seasonal

I .0 five regions of California and one of Oregon,
the for 15 the seasonal rainfall and Y the ‘“‘cycle factor,”

Mula used in the last few years is—

B i Z=A+BX+0X*+DY

Ga‘lifogggati‘re for each region except southern coastal
Dig a Wla; B and O hayve opposite signs in each case, and
the obge Y8 positive. McEwen gives tables (19) showing
n each tved and computed rainfall for the past 18 years
out of the six regions.
gzl“es ag7r5 Pereent of the signs of the departures of the caleulated
atreent of oo With those of the observed values. But about 80
thP‘lt pe e forecasts of a deficiency were correct in sign, and only
8 fore, reent of the seasons were deficient and not indicated by
e Ang procedure.
thSen ;°° the fact that four arbitrary constants were
Bst e&ro as to fit the observations (except perhaps the
ng Obse Or two), the good agreement between computed
us%fuln tved values does not necessarily indicate great
' notiss n forecasting.
(34), ws T 8pplication of the index X was made by Gorton

g the following formula:

" = X — Xoormst

Ve v, . Z=A+BX'+0Y'+DX'Y’

o Is the departure from normal of the coastal
Mperature for the winter months of the current

yee gives g table of computed and observed rainfall
Sars and five regions.

\: of ¥” is based on his table of correlations be-
ens River run-off (in high Sierras) and La Jolla
Peratures for preceding and following months.

t Dugyy gst correlation, —0.52, 18 found for the current

n‘;l‘ecas 0d February. To determine Y’, it must be
®thog o the temperatures up to October by the

reIGOrtOn (:;h will be discussed further down. o

froited to tl( 4) also applied another method which is

d°I§l Norm, 119 one above. If 2;, 2,, 25, @, are the departures
Urip & of monthly ocean temperatures for 4 months

® Preceding year, the formula is—
(4
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The objections to McEwen’s method are at least as
applicable to these two methods of Gorton’s.

4, OPEN OCEAN TEMPERATURES AND SUNSPOTS

A great deal of work has been done by the Scripps
Institution in compiling and plotting Weather Bureau
ship reports. Their use in forecasting is given in the
mimeographed forecast for 1932-33. Particular use was
made of the quadrangle from36° N. to 37° N. and from
125° W. to 127° W. The average sea temperature for
January-March was subtracted from that for the fol-
lowing~ August 1 to October 15. This gives another
measure (inverse) of the upwelling and has the advantage
that the record covers the 33 years 1899-1931. These
yearly differences were divided into low, middle, and high
groups, designated a’, b’, ¢/, respectively.

The average monthly sunspot numbers for the rainfall
year (July 1 to June 30) were grouped as follows:

a equal to or less than 6.8.

b between 8.8 and 62.1.

¢ equal to or greater than 67.3.
In general excess rainfall was found associated with low
sunspot numbers.

l’ﬁhe expected rainfall was given by the association
table—

8 b’ o
L S + 1] 0
R - + -
Conccmmmmmemenemamen 0 - -

“This * * * index gave the correct sign 75 per-
cent to 80 percent of the time over the 33-year period,”
when applied to various precipitation areas in California.

65, COMPOSITE INDEX

In 1930 McEwen and Gorton state (25) that “the time
of occurrence of the maximum ocean temperature (T) is
within the interval from week number 30 to 41 but varies
from year to year. Likewise the amount by which the
temperature falls from this maximum value (Tp—Ty),
and the average temperature (11 weeks, T,) varies from
year to year. Strong pressure gradients tend to decrease
the time of the maximum estimated from the beginning
of the interval, to increase” T— Ty, and to decrease Ty,

It was found necessary to use the departure from normal
of T,, accordingly the index used was—

T mT T 41
T 5_62.60 Fu
which had the same sign as the following seasonal rainfall
departure. .

ince this index was later abandoned, we may assume
that it did not prove very useful.

6. FORECASTING AIR AND OCEAN TEMPERATURES

Gorton (30) attempted to forecast fall and winter air
temperatures in coastal southern California_on the basis
of La Jolla water temperatures during the preceding
quarters. Correlations of between 0.55 and 0.66 were
obtained. This method was later abandoned in favor of
the following one. .

Beginning in 1932 forecasts of inshore temperatures
have been made regularly 3 months in advance. An
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explanation of the method of approach was given by
McEwen (19): ‘ :

While no adequate physical theory for guidance in such problems
has been developed, it seems reasonable to assume the existence of
factors influencing the temperature trend a few months in advance,
While searching for the proper factors, it is assumed that a composite
index of them having forecasting value is furnished by past tempera-
tures. Proceeding empirically on this basis, the monthly tempera-
tures are “smoothed” or adjusted in order to eliminate irregularities
which at first are regarded as accidental. Projecting these values
a few months in advance in accordance with past variations, and
correcting the seasonal changes for systematic errors introduced
by the smoothing process, provides an empirical forecast. Such a
procedure has been applied to observations over a period of about 20
years in order to compare the computed and observed temperatures.
A very definite correlation was found, indicating that a temperature
forecast 3 months in advance by this method departed from the
actual by more than a degree in only 10 percent of the cases for sea
temperatures at La Jolla.

In this connection it should be noted that for the years
1916-29 the average magnitude of the monthly deviation
from the mean of 13.95° for January was 0.63°, and from
the mean of 20.51° for July was 0.60°. (These deviations
were computed from a mimeographed table of average
monthly surface temperatures at La Jolla.) Of these 28
months only 4, or 14 percent showed deviations of 1° or
more. Hence McEwen’s verification is not very strict.

Gorton (34) found a close correlation between air
temperatures at San Diego and simultaneous La Jolla
water temperatures. For the years 1916-32 the co-
efficients for the 12 months ranged from 0.72 to 0.89,
excluding the “transition” months May and November.

Hence, on the basis of the forecast water temperatures,
it is easy to forecast the air temperatures (19). During
20 years ‘‘temperatures at Riverside were thus forecast to
within 2° of the actual in about 90 percent of the cases.”
However, at Riverside, in the years 1917-36, the average
percent of departures from the normal greater than 2°
in January, April, July, and October, was only 20 percent,
using nearest whole degree in both normal and actual.
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Cﬁtizzjiace-fln part I of this paper, I attempt to give a
Tangy &valuation of Baur’s earlier contributions to long-
ment&f"e&ther forecasting which culminated in his experi-
degeyry. Seasonal and monthly forecasts. In part 1I, I
Castiy, €, mostly in Baur’s own words, his method of fore-
the ng for Germany, the 10-day weather trends, during
W}ﬁchmmer months, and I present some of the principles
t‘ﬁhderlie this method.
C.'p 'Re Dreparation of this paper, I am indebted to
H&I‘v&r dr°0k§, director of the Blue Hill Observatory of
°hllsett University and to H. C. Willett of the Massa-
the cons Institute of Technology for a critical reading of
Slong, tents of this paper and valuable personal discus-
R, B. M also wish fo acknowledge my indebtedness to
®Pinjoy, Ontgomer{r for kindly sharing with me his critical
8 of several of Baur’s investigations.

Part 1

clion.—Baur’s attempt to develop, with the sole
atistics, a method for long-range weather fore-
Umilgy oF central Europe, reflects to a large extent
Ovep pe orts of a number of other investigators made
+ho diﬂ-‘e(;nod of many years extending up to the present.'
hes-m&inlenpe betw_ee_n aur’s work and that of the others ?
e&ms for Y In providing 8 deeper suggestion of a physical
Qﬁlploy dsome of the time-lag relationships which were
e aur’s work is further distinguished by the
®long N Ieteorological elements mainly from nearby
Sre% i nt ¥ the frequent use of periods immediately
h?“‘ﬂar cgh e period of forecast. Sunspot variations and
S Corpglqr 868 in solar radiation play no direct role in
Mtlon studies.
w;t;:%:kar,g:ﬁ?gg was written, early in 1938, Baur has developod a rew method for

eathgp o X (Toported
8F corrg ation ot l?(zill:;:%whoro in this volume) occuples a soparate chaptgr in
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1. SOLAR CHANGES VERSUS STATE OF PRECEDING CIRCULA-~
TION AS AN INDICATION OF SUBSEQUENT WEATHER

Baur’s attempt at long-range weather forecasting doés
not involve solar variations directly. He is- of the
opinion (1, 2) that it cannot be proved that there is any
connection between changes in the atmospheric circula-
tion and solar phenomena. The basis for the conclusion
is, first, that a correlation of the North Atlantic circula-
tion (as given by the pressure difference between Ponta
Delgada and Iceland), (a) with the contemporary mean
monthly sunspot number, or (b) with the increase in that
number from the past to the current month, or (¢) from
the current to the next month, gave, on the whole, small
coefficients. Second: that the large variations In the
general circulation of the atmosphere with solar changes
are not of the same degree or even of the same sign as
would be expected if the change in solar state exerted a
marked effect on the circulation. The latter assertion is
based on Baur’s studies, which, according to him, indicate
that the North Atlantic and the North Pacific circulations
do not act in unison, and that the subtropical belt of high
pressure in the southern hemisphere does not act as:a
single unit of the general circulation® ‘ :

gur contends that there is a close connection, however,
between the changes in the atmospheric circulation and
the preceding temperature and pressure anomalies over
the earth itself. He arrives at this conclusion indirectly
by showing that the distribution of pressure in the North-
ern Hemisphere exercises a systematic influence on the
intensity of the North Atlantic circulation, an influence
which may either preserve it or change it.

Indeed the above connection appears from maps on
which he plotted the average departure of pressure from
a 30-year mean (1887-1916) for 44 stations in the North-
ern Hemisphere, for those months during which the North
Atlantic atmospheric circulation was—

(¢) Very intense and remained unchanged during the
following month.

(b) Very intense but was succeeded by a weak circula-
tion during the following month.

(c)thVery weak and remained unchanged during the next
month. .

(d) Very weak but above normal during the followin;
month. :

The circulation was regarded as above normal if in th
first month for which the distribution of pressure was cal-
culated the departure from the normal monthly gradient
between Ponta Delgada and Iceland amounted to at least
4 millimeters (October to April) and 3 millimeters (May
to September), and for the succeeding month 2 and 1.5

8 In a lettor commenting on this report, Baur points out that in two papers (58, 59)
“‘striking relatipnships were indicated between sunspots and dry summers &s well as
cold winters in contral Europe, which, however, are not of such a naturo that the fluctua-
tions parallel to the sunspots would take place.” "‘I‘hese relations am},an attem{g to
explain them are also briefly mentloned in the section Cosic Influences’ of his booklet,
Introduction to Broad-Weather Research.

o further points out in the letter mentioned above that, althou; h the effect of changes

in solar radintion must be in the same direction in the whole circulation, the fact that the
North Atlantic and North Pacific circulations actually differ is a result of the role played

" by terrestrial laws and is not a proof that solar influence {s unimportant.

(63)
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AVERAGE PRESSURE DEPARTURE
YEARS OF STRONG CIRCULATION FOLLOWED BY WEAK CIRCULATION
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Fi6URE 3.—~Reproduced from Bsur (1),

AVERAGE PRESSURE DEPARTURE
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Vpes (L0 respectively, in each case. TFor illustrations
and ' 4, (a)_ and (b) there were chosen 2 winter, 2 summer,
Ugust ansition months (January and February, July and
() Fel, and March and September). For types (¢) and
e 21y and August were selected.  (See figs. 1-4.)
prOJngm 9{_‘ 1 (strong circulation unchanged) shows an ap-
ceﬁterea ely circular region of negative pressure departure
tudeg maround the pole which extends to middle lati-
Souty, ¢ he area of maximum departure is near Iceland.
(s Yon 01 that line there is an excess of pressure. Figure 2
1} reg‘ Circulation followed by weak circulation) shows
to frlon of negative departure in pressure to be confined
tion - OW, irregular zones, mainly in a meridional direc-
. 1gure 3 (weak circulation unchanged) shows a pos-
> essure departure over polar and subpolar regions
Degative departure over the middle latitudes.
(We&k circulation followed by strong) shows ir-
o Istributed areas of positive and negative pres-
thet thpa?ture- It resembles figure 2 except, of course,
. ame Signs are reversed.
1ty of t}follcludes thus: that whether an existing abnormal-
W 451° North Atlantic air circulation is maintained for
the Illle or is reversed depends essentially on whether
DresSurO e polar region shows a regular abnormality of
Presgyye Of Whether intrazonal contrasts exist in the
W the ® distribution of high latitudes. Hence the changes
thei,  tmospheric circulation have, for the most part,
pmpertigm in the circulation itself, i. e. in the physical
tOgetheres and dynamic state of the earth’s atmosphere,
. It gor Vith the distribution of land and ocean.
}Ildicateeﬁls to me that Baur’s results presented above
1 the ttle more than the apparent fact that the changes
Iﬁelan orth Atlantic circulation, as shown by the Azores-
Doy P ressure difference, are not directly related to the
Op y V{Llues of sunspot numbers. Baur’s conclusion,
thay solaasls of this and other evidence presented above
the atm, T Ch&qges.do not exert & dominating influence on
dence prosphel'lc circulation may be correct, but the evi-
%0 enablesented by him is far too sketchy and incomplete
hat ¢ &e one to decide the question. His_ assumption
:Verywhnge§ in solar state would be expected to produce
he sam, ére in the atmospheric circulation variations of
shOuld l? degree or sign is in my opinion unfounded. It
% gy note added that he did not prove whether they do
3 Othel' s
nd ot
the tiy
Val.ie
B

. tudies of relationships between solar variations
601'010g1ca1 phenomena have shown, depending on
%n&nd _place, a much closer though extreme%r
th o nection. (See International Research Councll,
1 & Sty Port of the Commission appointed to further the
&926, &n):i of Solar and Terrestrial Relationships, Paris,
kppe&r o literature quoted therein.) Rather does it
Dﬁo o gOm numerous investigations that the present
chen‘) 81‘15 about relationships between solar and weather
s lgeg inu cannot be utilized to account for the irregular
fgtlsfacto the atmospheric circulation nor to develop a
N e By rrY method of long-range forecasting. There-
Q.Olht in cls Drobably justified, from the practical stand-
slr_culationoilﬂdemng directly the state of the preceding
fo DS iy th or the purpose of eliciting time-lag relation-
* 1o g € circulation and on this basis to seek & method
) ange forecasting.
Ovey ?ll]lg ve,

! rifig

{i‘ing th§“°fth§,f‘i1“ certain extent the rolationship between the pressure distribution

Dl& Poanarch me:misphere and the Ponta Delgada to Iceland pressure fall by corre-

Be:s I 4 Delga anT sure at Tromso, Sverdlovsk, Leningrad, Moscow, and Kazan with

ty an a“&tlu celand pressure difference in March. Baur also gave several exam-
q

t
Verage cl(‘;:“ri*?t?ggnship. Ho emphasizes, however, that the rolationship repre-
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2. THE DERIVATION AND PHYSICAL BASIS OF TIME-LAG AND
CONTEMPORARY RELATIONSHIPS

Thus the next phase of Baur’s work leading to the ulti-
mate development of his méthod for long-range forecasts
was to find time-lag relationships in the atmospheric cir-
culation. To this end Baur generally used two different
and well known methods, one of which involved correla-
tions, the other a synoptic representation of the different
trends in the circulation An attempt to establish a
physical basis for some of the relationships suggested by
the correlation coefficients, as well as by the synoptic
maps, formed an integral part of his work Since the
two methods often were supplementary to each other the
relationships indicated will be given here without regard
to the method employed in their derivation, but rather
insofar as they appear to form a particular system giving
rise to relationships some of which were eventually used
in forecasting.

Beginning with a consideration of the results shown by
figures 1 to 4 (see above) we find, first, that the departures
from normal in the North Atlantic circulation are at-
tended by pressure departures elsewhere in the Northern
Hemisphere and, second, that the strength of the North
Atlantic circulation, under certain conditions, tends to
persist from one month to the next, especially at certain
times of the year, so that those pressure distributions
which correspond to circulations accompanying certain
departures will be followed by almost predictable changes
in the next month or two. The specific time-lag rela-
tionships indicated from the above maps are namely: (1)
an above-normal pressure gradient Ponta Delgada to
Teeland associated with a negative pressure departure in
the circumpolar and subpolar regions is maintained in
the following month, whereas (2) an irregular distribution
of pressure departure in the above sense is not character-
ized by a continuance of an abnormally high North At-
lantic circulation, while conversely, (3) with a positive
pressure departure in the circumpolar and subpolar
regions associated with a weak gradient Ponta Delgada
to Iceland the gradient tends to remain abnormally low,
and finally (4) when an irregularly distributed pressure
departure in the polar regions is attended by a weak
pressure gradient the persistence of the latter is no longer
maintained. Baur, we recall, emphasized that the above
results represent average conditions and that only in some
instances is the above picture realized. No definite
physical basis is suggested for the apparent relationships.

Other time-lag relationships were determined by the
correlation method. Two procedures were followed.
One was to express first, the state of an element in terms
of the contemporary state of other elements in the same
region and elsewhere, or in terms of the same element
elsewhere, and then to attempt to find similar relation-
ships with a time lag. The apparent advantage of this
method is that the physical-synoptic process character-
izing the relationships can be 1dentified in a general way
and then, assuming that the process involved operates
over a longer time than that covered by the original
relationship, one can arrive at a physical basis for the
ultimate relationship. However, since the latter assump-
tion, on the whole, appears to be invalid the procedure
most often followed by Baur was to seek time-lag rela-
tionships directly, and, rather than by starting from
physical considerations, to attempt to establish a physical
basis after the relationships have been derived. In
dealing with the correlation coefficients Baur (1) says
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that it may be assumed that coefficients equal to or
exceeding twice the value of their individual standard
errors indicate @ causal connection provided that the
number of correlation coefficients as defined above is
greater than the number obtained from a chance dis-
tribution.

By way of illustration of the correlation method of
attack employed by Baur, we take the relationship which
he derived for forecasting the July rainfall in Germany,
as a first step, the conditions defining the character of the
July precipitation in western and central North Germany
were considered. 1t was assumed that the rainfall 1s
related to the contemporary pressure in Europe and in the
eastern North Atlantic, as well as at Bombay. Upon
correlating the monthly values of July rainfall with the
monthly values of July pressure at Ponta Delgada,

AVERAGE PRESSURE,JULY 1910, 1914
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PFigure 7, giving the difference in mbs between the mei:;
pressure in the dry and wet July months, shows the 8/
of maximum difference to be situated over central Ur"l%,
and thus bears out the fact suggested from the Goffﬁlly
tions that the closest connection exists between * o
rainfall and contemporary pressure in the same regh
As a physical basis for the relationship Baur declares b8
the high pressure over central Europe in dry July mollt it
is intimately connected with the Azores micm and the ”
can be attributed to processes involving the higher 187
of the atmosphere. , 16
The intimate connection with the Azores HIGE P
sumably shown by the excess of air over Europe 1P o
July months is, according to Baur, evidently bgouthe
about by extended outbreaks of subtropical air I op
substratosphere and stratosphere over central Buf
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Figure 5.—Reproduced from Baur (3).

Stykkisholm, Jacobshavn, Tromss, Karlsruhe, Berlin,
Hochenschwand, Vienna, and Bombay, Baur obtained a
larger proportion of coefficients exceeding twice the value
of their standard errors than would be expected, for the
central European stations, but negligible coefficients with
Ponta Delgada, Stykkisholm, Jacobshavn, Tromss, and
Bombay. The relationship indicated between July rain-
fall and contemporary pressure in Germany was tested by
constructing maps giving the combined mean July pres-
sure distribution separately for 1910 and 1914 and for
1911 and 1912. They were years characterized by exces-
sive and deficient rainfalls respectively in that month.
(See figs. 5 and 6.) The chief characteristics of the
pressure distribution in the wet July months are low

ressure over southern Scandinavia and vicinity, and
Ejgher pressure over Iceland than over central Europe.
The Azores maximum extends only to the Bay of Biscay.

This type of pressure distribution gives west-northwest
winds bringing moist air and rain to Germany. In the
dry July months of 1911 and 1912, on the other hand, the
Azores maximum extended far over central Europe.

Fioure 8.—Reproduced from Baur (3). tg-

During dry periods the whole subtropical systel ésouff
placed northward. In wet months, either the® pic
breaks take place over the ocean or the sub’,
system is farther south. Furope is then domiB®”y,¢
a ‘“polar system.” (See fig. 5.) Baur then tries wsh"wn
on theoretical grounds, that these outbreakS/“she gub”
by the temporary northward displacement of egree
tropical high—cannot be caused in any marke 0,;169;
by an increase in solar heating while the angular Itlés b
tum of the moving air remains constant. He st® D u“’{
it can be explained only by assuming that the Estraf"’
momentum of the poleward moving cold air in the 0 fro?
sphere decreases as a result of mixing with warm
the north. ar ¢
Though extensive upper air data are lacking, Bare af"z
that since the building up of the high presst ..’
probably occurs gradually, and since marked g r 615,
changes in stratosphere and substratosphere &de 2 001;&
at the surface, one may therefore attempt to ﬁ%- g 5
nection between the July rainfall and the preced®
of the atmosphere as observed at the surface.



atT}]):: Baur’s next step was to correlate the June pressure

Fey dObshavn, Iceland (2 stations), Tromsd, Ponta
Iy ms..“’ Bombay, and the June temperature of Iceland,
°iDitat9’ and Germany (10 stations) with the July pre-
earg 100 in Germany. The period is from 48 to 50
tiog ex Only with the pressure at Tromsé was a correla-
The nec‘ifad_lng twice the value of its standard error shown.
Vaﬁ&teg igible correlation coefficients involving the other

thie S can be explained according to Baur, b{r a change
of J nWeather which ordinarily occurs in the latter part
8. Thus the 5-day pressure maps for June (pre-
i‘ . Alt, Klimatologie von Suddeutschland,
8t o et. Jahrbuch, 4, 1919) show according to Baur
that‘n:‘ the average the pressure for the last 10 days of
i8tr}, onth js indicative of the subsequent July pressure
Shouution.  Also Wiese's result (Met. Zs. 1925, p. 219)
By WS that

the persistence of temperature in central

T . Ul ;i
Jllhgl;,e’ a3 indicated from correlations is.very small from
begt, tg July, For this and other reasons Baur thought it

anq Investigate the connection between July weather
ang the Pressure distribution of the last 10 days of June,
thy . erefore correlated July rainfall of Germany with
LY ;an Imorning pressure during the last June decade
Deg&ti‘}mlber of stations, mostly in central Europe. A
°°I’relut? correlation is obtained almost throughout. The
Station 1on coefficient * for Hochenschwand, high level
Othep 13 lower than for neighboring Karlsruhe by 0.02.
be oy, 181 lovel stations show a similar trend. This is to
W ccted, Baur points out, because the stationary, high,
1§ oy Mticyclone which produces a dry period in Kurope,
&dditi(i1 S yet-fully developed in the last part of June. As
°0eﬁicin evidence Baur cites the marked negative
during ints obtained by correlating the pressure difference
ilop, he last decade of June between the surface and the
Gorpy o 0ter lovel at Karlsruhe ¢ with the July rainfall in
Clujo, Y- However if the above results and the con-
lmply thdl'aWn from them are valid one would have to
li}st, dec &t conditions in the lower troposphere, during the
tion of ade of June are more significant in the determina-
ressuréthe subsequent pressure than the stratospheric
® I?Odiﬁ%fiadlent' Baur’s reasoning would then have to
cyclﬁﬁ’; Contends that the formation of a stationary anti-
ff 8 Iy over central Europe in July requires the existence
Svels fl‘ge south-north pressure gradient in the higher
gradien?;r Some time, and that the existence of the above
Wicigyy, 15 evidenced by the appreciable positive co-
Jul r&_s etween Tromsd pressure during June 1-20 and
8 itlllfall in Germany. )

°Oefﬁciereally reasonable, especially since the correlation
Sureg | 13'33 mvolvin% Ponta Delgada and Iceland pres-
tioy of 4 e and July are negligi%)le, to discuss the ques-
P’essurea south-north gradient on the basis of Tromsd
yod alone? If pressure at Ponta Delgada and Ice-
Uly is“ny Indication, the pressure in central Europe m
¢ not determined by the south-north gradient,

oy .
Jupy e It would h ti Tation of
dec% Tainfal] appear from the negative correlation

de with the pressure during the last June
g?essure ermany that 1t is influenced by the preceding
Dlreet,ed and in some unknown way by a northward

elgada Sradient. It is unfortunate that neither Ponta
™ bor Ieeland figure in the correlation involving
Unge,'® Yarig

gnn?fn%-a. u‘wcgyehtlon coefficients considered here are rather small. All but one are
q %mbfunk on fror-¢ach s equal to or greater than twice the value of its standard error.
ition, Dat{oyg weir Smallness, Baur says that it {s due on one hand to the large varlety

Talagg) Favoring pecich may glve riso to almost the same decadal means, and that con-
Sy VY rainfall {n July are not quite the opposite ol those favoring light

nge,he Dregsyy,
Ure by “35311% the 3-kilometer level was computed from surface pressure and tem-
15 0g 8 steady lapse rate of 0.66° O, per 100 meters.
1“‘16—._40 6
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the pressure of the last decade in June. The positive
correlation coefficient with Tromso ﬁressure during June
1-20 would indicate that abnormally high pressure at
Tromsd during that period precedes low pressure in Ger-
many in July and to some extent also in the last decade
of June. The latter fact probably explains the negligible
coefficient involving Tromsd pressure during June 21-30
and at the same time speaks against the persistence of the
south-north gradient suggested by Baur. What probably
takes place is that when the polar system is -displaced
southward it causes a rise in pressure at Tromsé during
June 1-20 and a fall to the south (in Germany) during the
period, June 21-July 81. The pressure at Tromsd during

AVERAGE PRESSURE, JULY 1911, 1912 MINUS 1810, 1914
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Fiaurx 7.—Reproduced from Baur (3).

the latter period is no longer high, relatively speaking,
which shows that the original effect was either nullified by
conditions 1t brought about to the south, or that a change
in the phase of oscillation took place at Tromso itself.
The apparent change in the last decade of Juns, which,
as we saw above, is significant in foreshadowing events in
July, is probably thereby explained.

Thus the evidence presented hardly mg»ports the physical
basis suggested by Baur. Baur showed that the pressure
at Tromsé during June 1-20 and in Germany during the
last decade of that month may be significant in foreshadow-
ing the weather in Germany in July but was able only in
part to suggest & reason.’

T Reference was made o Baur’s method of getting upper air gmssures. It involved
the use of surface observations of pressure and temperature and the assumption of a con-
stant Japse rate (0.55° C. por 100 metors in the case of Tromsd), While Baur himsel is
aware of the crudity of the above method he nevertheless regards it as good enough for
correlation purposes. Yet is this the case If we assume a moderate variation of 0.1° O.
in the lapse rate as used by Baur, we obtain a varlation of 1.5° O. In the value of the mean

alr tornperature for a 3-kilometer column. The error introduced in p at the 3-kilometer
level is given by~
ghpd Tm

= "RTm
where R is a constant, g Is the acceleration of gravity, & Is the helght of tlgo 0011111}9. ang
T', i3 the mean tempeérature of tho air column, Inserting o value of 273 ;-1 for = ;m
1.6° O. for d T, we obtain a value of about 1 millimeter for dp. The correlation ooisl clent
b:lsed on true valuies (ifp gtbs kli}lometers {ﬁig(ixc vYar{ consigggggs!i&? Itlgfu('"glgev:s :l;e aru;:
values of p were calculated by Baur’s method. Yet on 80 i
to draw cz;nclusions from the slight differcnces in value between certain coefficients.
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The above example is an illustration of the method used
by Baur in deriving clues for forecasting the weather.
The main steps involve first a contemporary statistical
and synoptic characterization of the element in question;
next an attempt to determine the mechanism which
operates to produce the existing set of conditions; and
finally a study of conditions immediately preceding the
given state for clues in foreshadowing the weather.

As another illustration of Baur’s studies bearing on
long-range forecasting we present the following. The
mean monthly pressure difference (50 years) between
Ponta Delgada and Iceland was correlated (@) with the
contemporary temperature at a number of stations in
North America, Greenland, Iceland, and Europe and (b)
with the temperature difference between Tromsé and
West Greenland. More than half of the coefficients ob-
tained (all but the coefficient involving West Greenland
were positive) are larger than twice the value of their
individual standard errors. As a physical basis for the
relationships indicated by the coefficients Baur suggests,
in part, the following:

With an increased circulation a greater flow of warm air
northward along the east side of the cell might be expected
and consequently a rise in temperature in Norway. To
compensate for the increased inflow of warm air an out-
flow southward must occur. Cold air outbreaks should
occur over Greenland because of the stronger west-east
pressure gradient between Iceland and Greenland as a
result of the intensification of the Icelandic Low. Such
outbreaks should also occur over the Novaya Zemlya
region because of the increase in angular momentum due
to the mixing of warm and cold air east of the warm cur-
rent. Thus are explained the positive and negative coeffi-
cients involving Norway and Greenland temperatures
respectively. The 10 stations in Germany showed a
relatively high correlation with the pressure difference
Ponta Delgada-Iceland from September to April, Decem-
ber excepted. The high positive correlation is explained
by an excess of warm air arriving in western Europe from
the ocean when the pressure gradient is large. The lack of
correlation in summer and in December is explained by the
dominating influence of local heating and cooling respec-
tively. This indication is corroborated by significant
positive correlation coefficients between temperature and
pressure during June, July, and August and a significant
negative coefficient in December. . :

The high temperatures in North America are explained
by an increase in the circulation over the North Atlantic.
The break-down of this trend in some months (negative
coefficients New York-Halifax) is explained by the influ-
ence of the Greenland cold current. At the same time,
the existence of high temperatures in North America
(Milwaukee) favors an increase in the circulation during
the succeeding month. '

Baur also plotted the temperature departure (from a
30-year mean) of the Northern Hemisphere separately for
years in which the January pressure difference between
Ponta Delgada and Iceland was positive and at least 4.0
millimeters and for years when it was negative and of the
same magnitude, as well as for July months when the pres-
sure difference was 3.0 millimeters and —3.0 millimeters,
respectively. (See fig. 8.) In a measure, the results offer
a check of the indications obtained from the correlations.

Baur attempted to introduce a time factor in the above
indicated relationships. He correlated the chief variate,
monthly pressure difference between Ponta Delgada and
Iceland, with the temperature of the following months at
Milwaukee, West Greenland (two stations), Tromso.

. : s the
The number of coeflicients whose value exceeded twice 2}11)

value of their standard errors was greater than that for
tainable by chance. Positive values were obtalnedmsﬁ
Milwaukee (February, October, November) and Tro -
(January to March, June, August, and November). i
explains the first by the persistence tendency of tho
temperature and the latter by the persistence of W°
Ponta Delgada to Iceland pressure difference. o b
Baur also correlated the monthly values of pressir”
Ponta Delgada with the following month pressure. &c'on‘
stations, mainly in the Northern Hemisphere. }© Hion
cluded from the correlations that the pressure distrlbgs p
over a large part of the Northern Hemisphere depe™ L ab
the pressure anomaly during the preceding mon? thab
Ponta Delgada. This follows in part from the fact ¥
the cartographic representation of the correlation c%hus
cients shows a systematic distribution (see fig. sur®
indicating a a systematic connection between the pré¥
at Ponta Delgada and the following month pressure 8 4
other stations and necessarily a synoptic basis 10
relationships in question. ‘ with
Similarly a correlation of pressure at Ponta Delgad® on?
the second following month pressure at the above sta¥ o
also shows a larger number of coefficients of apparent Vi
than that obtainable from a chance distribution. - % m
instance the coefficients for the stations distan® ‘e
Ponta Delgada are the larger, indicating a spﬁc‘f’ada.
propagation of the ‘“‘effect’”’ of pressure at Ponta Dego -
Baur also points out that the averages of all the ¢ and
cients give maximum values in spring and autumns o
minimum values in winter and summer, thereby P’;fzores
ably indicating that the pressure anomaly over the o i0
has the greatest but not necessarily a direct influé®”” -
spring and autumn, ' . g0
No explanation of the suspected physical basis o i
panies either of the above results. While the abovacis*

vestigation falls short of providing an adequate O;hirezn

factory explanation for the relationships elicite f
it established the fact, by no means new, that the 8 ”’ome
a particular element at a given point is related 111l m"nb
general way to the preceding state of another elif,tle
elsewhere, or at the point in question and, in a
more definite way, to the contemporary state of th#
element. - : ‘ sy DY

As a final illustration of Baur’s method of eliciting 5510l
lag relationships, his attempt (4) to arrive at an eXPim&nY
for forecasting the March weather character of G€_ nre-
is given. Because of the different and more 0
hensive nature of the problem the supplemenf:ﬁr();- i
which he employed differ somewhat from those usé soﬂing
other studies. Similarly the physical basis and ré®
advanced by Baur are novel and suggestive. fino the

As in earlier attempts Baur’s first step was to de uiwble
March weather character in Germany in some ® eaﬂd
fashion. It appears that between the March p_ressug it
the contemporary rainfall there is a high negative cerefore
tion but none with the temperature. Baur th

chose to classify the weather into four types: (o5
» ¢

A. High pressure, warm, dry, predominsntly
daily temperature range above normal. 1o
B. High pressure, cold, dry, predominant
daily temperature range above normsal- 010“dy’
C. Low pressure, warm, rainy, predominantly
subnormal daily temperature range. cloudy !
D. Low pressure, coﬁi, rainy, predominantly
subnormal daily temperature range. o7

He represents each type by the contemporary averag®
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FIGURE 8.—Reproduced from Baur (1).
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F1GURE 10.~Reproduced from Baur (4),
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Iog: from g 30-year mean of pressure and temperature at
11,) &"ilo{ls over the Northern Hemisphere. (See figs. 10,
with t1s thereby noted that the above four types occur
; 2a Iéearly the same frequency. The criteria for assign-
the 1 ype to each March were two: (1) A deviation (from
s 874—1923 mean of 755.7 millimeters) of at least 1.5
(from eters in pressure at Berlin; and (2) a deviation
tem the 1870-1923 mean) of at least 0.3° C. in the mean
Perature at 10 stations in Germany.
arcflther method of representing some phases of the
Sout, Weather character is by means of the contemporary
(tog “Dorth pressure gradient, Ponta Delgada to Iceland
Dresgn of Stykkisholm and Berufjord) and the east-west
Btwure gradient, Irkutsk to Iceland. The coefficient
G rn(fen the former gradient and the temperature in
Is’erat&ny (1874-1922) is +0.71, and between the tem-
ineeure and the latter gradient (1879-1924) -+0.65.
Telag; these two pressure gradients are closely allied (cor-
Whet§n=+0.85, 1879-84, 1886-1924), the question arises
or w er g warm March in Germany is due to the.sou'therly
the v‘:l?terly winds, or both. An actusl investigation of
erg) ¢ hd components during March showed that in gen-
te, ® southerly component is more important for the
ablg Tature than the westerly. Baur finds this reason-
SInce the continental-maritime temperature differ-
lsfsmall in spring. A somewhat detailed considera-
G Tnf the individual types shows that with weather in
t\veena‘ny of types A and D the pressure difference be-
tYpe BPOnta, elgads and Iceland is important but with
4] 8) or C the pressure fall from Lugano (south foot of
of yt. 0 Greenwich is important. Thus for the 26 months
ture rch during 1874-1923, when pressure and tempera-
A op oPartures in Germany were of the same sign {type
Doy the correlation of temperature in Germany with
0.8x. ¢ difference between Ponta Delgada and Iceland is
the oo F the 24 months of the opposite sign (type B or Q)
0.4 lrl‘ela,tlon with pressure fall Lugano to Greenwich is

I G‘glng broadly defined the March weather character
Othep Ilnany in terms of the contemporary state of some
relatioe ements, Baur introduces a time-lag in some of the
tem Uships trested above. He correlated the March
precedl:ature with the pressure at various stations in the
ang g February. With the exception of Kem, Irkutsk,
Rarkaq 20, these are for the period 1875-1924. The
an features of these two charts are an area of positive
r&heaneg&twe correlation respectively over the Mediter-
the )r. @0d over northern Europe. %‘igure 12 shows that
extent&frc temperature is probably indicated to a certain
Europ om the pressure distribution in Italy and northern
charac%' A strengthened zonal circulation in Februarfr,
.fOHoWe ®rized by an excess of westerly winds, is apparently
icate dm March by a weakening of this circulation as
Pressyp by the large correlation with the Irkutsk-Iceland
foll,, ee gradient. The weakened zonal circulation is
Which is a0, 2nother giving predominantly southerly winds
&urs dete¥mlned by the Irkutsk-Iceland gradient.
Zng) cieXPI&I;lS the apparent relation of the strengthened
8 fmorc‘ﬂ&thn in February to the March temperature
Squg y\ys. Since apparently the strengthening is not
Wlong alntenss all around the earth in this zone, acceler-
ecelerations arise:

Sge
gg;}%eitni;li (:‘i’éEl‘haltung der Kontinuitit der Massen muss dann mit

Vo aUf N Gebjeten mit verzogerter Bewegung eine Luftmasse-
gsrmmdg;lfﬁ in Gebieten mit vermehrter Bewegung eine Massen-
Ngen in Ag stattfinden, sofern nicht durch meridionale Bewe-
2uy v Othang, usgleich geschaffon wird, was auf der rotierenden Iirde
Vora ensein zonaler Druckunterschiede ausreichender Grosse
Ussetzung hat.

5

It is therefore conceivable, Baur says, that an increased
transport of air over Europe in a west-east direction, in
February, which is brought about by a positive pressure
anomaly over Italy and negative anomaly over northern
Europe is conducive to an abnormal pressure gradient
from inner Asia to Iceland in March, and vice versa.

In support of his argument Baur gives a correlation of
0.46 between the south-north pressure difference %
(Lugano+Rome)—Y% (Tromso-+Haparanda) in February
and the east-west pressure difference Irkutsk-Iceland in
March (1879-1924). At the same time the persistence
correlation of the Ponta Delgada to Iceland pressure fall
(February to March )is only 0.24 (1874-1923). Thus
Baur concludes that the persistence of temperature in
Germany from February to March (4-0.53, 1874-1923)
is not due to a persistence of the general character of the

CORRELATION OF MARCH TEMPERATURE IN GERMANY
WITH PRECEDING FEBRUARY PRESSURE AT
STATIONS SHOWN, 1874-1923

F1aURE 12—Reproduced from Baur (4).

circulation in that region, but that general conditions in
February giving high temperature in Germany tend to
produce & definite but different set of conditions in March
which also give high temperature in Germany.

Baur makes no attempt to prove the validity of his basic
assumption, namely, conservation of continuity of flow
under the conditions postulated above. Indeed it would
appear that they are violated in a large measure. The
isocorrelation lines (see fig. 12) do not indicate much
conformity with Baur’s hypothesis of convergence or
divergence of flow. This criticism however need not be
construed as a rejection of the hypothesis. The limited
evidence precludes further discussion of this point.

The above three illustrations can be taken as representa-
tive of Baur’s methods of attack and hisresults. They indi-
cate that the various methods lend themselves to eliciting
very limited relationships between the state of 2 particular
element at & given place and the contemporary as well as
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noncontemporary state of other elements elsewhere or at
the same place, but that the results obtained by such
methods often suggest a physical-synoptic basis.

8. MATHEMATICAL FORMULATION OF MULTIPLE RELATION-
SHIPS AND THEIR APPLICATION

Baur’s next step in the utilization of the derived time-
lag relationships was to form expressions which would
enable one to compute the value of a given element in
terms of several others to which it is related. As a pre-
liminary step to their application, however, he considers
whether the available observations lend themselves to use
in the usual correlation method. They do, he states,
provided (1) the relationship is linear, (2) the number
of observations is large, and (3) the distribution of ob-
servations under comparison approximates the Gaussian,
Baur regards the above conditions fulfilled, the first on
the assumption that relationships which involve weather
anomalies of distant regions and different time-lags, are
linear; the second, if the available observations extend
over a 50-year period or so; the third, if it satisfies the
actual test.® Baur admits that the relationships may not
be strictly linear, but assumes that the errors due to non-
linearity in a multiple regression equation will not be im-
portant,

As an illustration of the application of Baur's method
we can take his experimental attempt at forecasting the
seasonal temperature in Germany (5). He first regards
the temperature in Germany as being a function of the
circulation over the North Atlantic Ocean (given by the
Ponta Delgada to Iceland {)ressure fall), also of the in-
tensity of the Asian anticyclone in winter, of the pressure
at Bombay which is a measure of the state of Asian Low
in summer, of the pressure in Argentina, which was found
to be closely related to the subsequent weather in the
Northern Hemisphere; of the temperature in the eastern
half of the United States by virute of the general west-east
flow; of the preceding temperature in Germany because
of persistence and finally, for general reasons, of the tem-
perature in northern Norway and western Greenland. By
way of support of his thesis that an actual physical basis
underlies the relationships, Baur shows that of the 282
correlation coefficients involving the above variates 23
exceed twice the value of their standard errors as compared
to 13 that mJ%ht be expected from a random distribution.

Baur correlated all of the above variates, except the
Siberian anticyclone for which no data were available,
with the temperature for each of the four seasons. Then
with the aid of the statistically derived approximations
he computed the sought-after element for each year of
the period on which the approximations were based as
well as for several seasons in advance.

The approximation for the winter temperature, for
example, is—

y~0.253%,-+0.2332,—0.3262,—0.7172,+0.1282

8 An example of the test of the distributions of observations for thefr approximation to
the Ganssian distribution is given below:

Te ture:
" éﬂ% Greenland, August-October 1874 to 1023 w(:)aw(z)—o.go?e;s,p,(z) —0,0022¢4(2)
¢4

Germany, spring 1870 to 1923 Y(z) =y (z) —0.0187y4(z) —0.0028

Germany, summer 1870 to 1823 \b(z; =¢'(z)—0.0035¢«a(z; -—0.0040‘04(:;

Germany, suturnn 1870 to 1823 ¢(z) =¢(z}-0.0037¢s(z) —0.0081(z

Gern:iai%y. winter 1870-71 to 1023-24 ¢(z) =y (z)-}-0.0240¢x(z) —0.0062¢¢(z)
Pressure difference:

Ponta Delgada-Icoland, spring 1874-1922 () (%) -1-0.0104¢3(2) —0.0087¢(z)
The negative coefficients of v4(z) of the distributions reproduced here show that the large
departures are more numerous, and that the smaller departures occur less frequently
than demanded by Gauss’s law. The coefficlents of the term a(z) indicate that the
distributions sbout the mean are not symmetrical, the plus sign denoting that the posl-
tive departures predominate while the negative values are larger, and vice versa, How-
ever, all the coefficients are sufficlently small so that the correlation method in its usual

form may be applied.

where— to
x,=tei1]1perature, Germany, preceding February
une. :
z,=temperature, Alten and Vardo, June to October
z;=temperature, West Greenland, July to Augus’
x,=pressure difference, Ponta Delgada to Icelad®
April to June. ing
z;=temperature, eastern United States, pl"eﬁed111
September to November, on
The standard error of estimate of the above express o
is 1.451° C., whereas the standard deviation of the 50-Y eor
mean winter temperature is 1.632° C. The mean €',
introduced in the computation of the winter temperiit‘éet
is therefore 13 percent less than the deviation of the
temperature itself.

_ Baur sets up limits of 1.5 times the standard
tion above or below which the season is considered
warm’’ or ‘‘very cold,” respectively, and =+ % the stand osb
deviation, within which the season is defined as “al®
normal.” de-

The comparison of the computed and the observed 29
partures of temperature made by Baur showed that 1% 4
out of 196 cases the departures were outside of the expe’ he
limits. This, Baur points out, is two cases less tha?
most probable number from a chance distribution. the
exl;l)regs1ons derived were tested in forecasting foF of
following 5 seasons not included in the determinaﬂ"fnre,
the approximations. The agreement between the 311}’
cast and observed temperature departures was edV 16,
satisfactory on the basis defined above. As an exam%he
I reproduce here the forecast of termperature foF
summer of 1925. o

The probability is 84 percent that the departure of th C.: 98
summer temperature will be between 0.69° Cp and —1.24° “iiper
percent that the summer will not be very warm; 89 percent “e;;psﬁ
very warm nor cold. The actual departure was 0.1° C. a8 “g‘,olﬂ‘
—0.28° for the computed departure, Forecast consiclel'ed
pletely realized. -

As another illustration of the application of rel“tlgly
ships we take the computation of monthly values of any
reinfall. The correlation coefficients of north Ger™ ab®
rainfall (west of the Oder) in July (y) with Karls? .
7 a. m. pressure June 20-30 (2;,), and with Tromsd 8 ”"and
pressure June 1-20 (z,), and between Karlsrub® wing
Tromsé pressures (z;, 7,) lent themselves to the follo July
approximation for the departure from the mean of
rainfall in North Germany:

Y~ —2.51&,’1—"3.133:2

. 18
The standard error of estimate=20.10 mﬂ,hﬂ?et‘a of
This is 8.4 percent less than the standard deviat
rainfall for the period 1875-1924. Considering #° , 18
dry or very wet months whose rainfall depar urueS;
greater than one-third of their normal monthly V% he
the statistical probability of occurrence of one %ieﬁhs’
extremes over the period 1875-1924, is thirteen-fif
or 26 percent. f
It appears that the cases of nonagreement oes aré
between the computed and observed rainfall v8i¥
distributed equally over the entire period. Froﬂ; 0¥9
Baur concludes that a relationship similar to the £ine
could have been derived earlier and hence the Obred B
expression may be assumed to have been discO"eﬂ de
1874. A comparison of the computed and actue that
partures for the 21 years when the former was mor rtllfes
8.4 millimeters shows that the ‘“forecast” deP2 ’;pe:
agreed with the actnal as to sign in all years exceP made
Baur points out that in some years one could have

devi®
4 tver
a1
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More o ir _
Bi((l)gfe Significant forecasts. If the July rainfall be con-

thap d as normal so long as the departure is not greater
ang if8 meters (one-tenth of the normal amount)
sign by too dry or too wet is understood simply the
hay of the departure, then the following forecasts could
® been obtained:

. g“ly with an 86 percent probability of normal or too dry.
. J“IY with an 87 percent probability of normal or too wet.
: suly with an 81% percent probability of too- wet.
uly with an 83 percent probability of too wet.
Wy with an 89 percent probability of normal or tco wet.
uly with an 87 percent probability of normal or too wet.
uly with an 88 percent probability of normal or too dry.
J . 88 pereent probability of too dry.
* July with an{ 78 percent probability of a negative departure
greater than 8.0 mm.

bese eight forecasts would have all been correct.

4. DISCUSSION

v&ﬁ?r’s method of forecasting seasonal and monthly
Sidel.&st.o meteorological elements is based on the con-
lepg i°R that the statistically derived relationships
of 4, emselves to expressing the probable occurrence
Telatie approximate value of an element, and that the
Oliterg bships, as indicated by statistical or by synoptic
Song %» have a physical basis. In the case of the sea-
Imp); dorecasts, the existerce of a {)hysncal basis is only
wint¢+  Thus Baur does not explain why or how the
Dre%r. temperature in Germany is determined by the
by g February to June temperature in that region,
to J.° Pressure in Argentina during the preceding April
Regy s 8, etc.; or why the spring temperature correlates
tagy eVe Y with the preceding October to November
of tgerat‘lre in Germany. The question of the soundness
V&lidit Method reduces itself then to the question of the
belo Y of the statistical considerations. It is taken up

Telaticase of the monthly forecasts a physical basis for the

W g0 o0ships employed is very often suggested. However
h&sisél W from theppryeceding sections of this paper that the
%hericass.‘ulnptipns which Baur made regarding the atmos-
Ven ifcll‘cul&tlon appear to be either doubtful or wrong.
Bay W We allow the assumptions it does not appear that
lﬂterp 88 able to provide a definite and adequate physical
Shoyretation of the various relationships. It was not
Over . OF example that the upper south-north gradient
Qermaumpe during June determines the July rainfall in
I8 Zov. 0y, or that the March temperature in that region
Febru;’!'ned by pulsations of the west-east flow of air in
for ery‘ This leaves the question of a physical basis
Ca) bas.underlying relationships unanswered. The physi-
U e dls advanced by Baur cannot be accepted yet nor can
of aue,ﬁIHtely rejected. The question of the soundness
Uselt tfls method for forecasting monthly values reduces
slderaﬁozx; mainly to the validity of the statistical con-
n .
castinthe application of the regression equations to fore-
Ong W0 fundamental assumptions are tacitly made,
a’10111&15“’ the time-lag relationships involving weather
Othey, ;ﬁs of distant parts of the globe are linear, and the
%)Inl.e,’ Vél't these relationships are stable with respect to
teheved 1th regard to the first assumption it is generally
Teay, that on the whole such relationships may be
Wiy 4 83 Jineqr,

Yoy relregard to the second assumption, i. 6., whether a
olq j,°,Mtonship will be maintained in the future, or has
eoefﬁcie © Past, it may be noted that the stability of a
Ut expressing meteorological relationships is in-

fluenced by a certain periodicity or rhythm of weather
phenomena but perhaps mainly by marked deviations
of the atmospheric circulation from the average state.
To quote E. I. Tichomirov’s discussion (J. Geophys. and
Meteor. vol. IV, No. 1, 1929, Leningrad ®) on the effect

of “periodicity’”’ on the stability of coefficients:

We know that & certain rhythm, if not periodicity, exists in the
weather * * ¥ Foersdorfer’s investigations (Das Jahrbuch
von Bayern, 1925) showed that when phenomena having a periodic
nature are correlated, the time interval within which the correlation
oceurs will have a large influence on the magnitude and even the
sign of the coefficient * * * Supposing for example that we
take 50 years. If we acknowledge the reality of Briickner’s rhythm,
then it is obvious that the correlation coefficient will vary with the
position of the 35-year interval within the 50-year period. Since
in most cases the position of the correlation interval in relation to
the rhythm of the phenomenon is not, & priori, known, the question
of the reality of the apparent connection and stability of coefficient
appears doubtful from the point of view of forecasting with the aid
of the correlation method. Therefore the investigation of the
stability of the correlation coefficient should always precede its
use in forecasting.

However this cannot be done rigidly, i. e., by employing
rules of statistical mathematics, since, because of a rhythm
in meteorological phenomena, one cannot speak of inde-
pendence of consecutive values in a meteorological series.
At the same time the hypothesis regarding their inde-
pendence forms the basis of criteria employed in statistics.

One must therefore resort to a rougher check of the
stability by dividing, for example, the time interval in
question in sufficiently large parts and then compare the
results obtained. In practice, one can of course spesk of
8 division into two groups, 20-25 years each. Baur pro-
poses that a connection be regarded as stable if the dif-
ferences between the coefficients of the two divisions does
not exceed the sum of standard errors of these coefficients.
A check on the stability may also be made by forming a
series of ‘“‘moving”’ correlation coefficients. The be-
haviour of such a series may give us a picture of their
stability. This can be seen from the following example.
Schmauss computed moving correlation coefficients for
separate 11-year periods of the period 1879-1924. The
coefficient for the whole series was —0.32. The results
of the computations are given below. The year at the
top is the middle year of each interval.

—44
—~—39
—33
~38

—47
—~41

-39

—48
~36
-~13
—45

~56

~18
~47

From this Tichomirov comes to the conclusion that an
extrapolation during years nesrest to the end of the period
considered is sometimes quite lawful. Baur comes to the
same conclusion but from different considerations., He
says (5) that—
since some of the relationships are probably due to periodic varia-
tions and since in course of a long period the amplitude and phase
of a shorter period changes several times it is quite possible that at
least a portion of the relationships existing during an earlier period
are later replaced by others. Nevertheless since the relationships
are endowed with a physical basis the assumption may be allowed
that the relationships which dominate the weather changes over a
50-year period would also be maintained in the next 3 to b years.

In contending that the stability of the correlation co-
efficients remains sensibly constant for the next few years
the effect of nonperiodic changes in the atmospheric cir-

* Osnovnye pryemy predskazanil pogody na dolglsrok (Principal methods of long-range
woather fomcastfng) .
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culation is neglected. But this effect is often very im-
portant.!® '

In the last analysis the merit of Baur’s method of fore-
casting seasonal and monthly values of meteorological
elements lies in the accuracy of the forecasts and their
usefulness. As far as it is known to me no independent
verification of his seasonal and monthly forecasts was
ever undertaken. Regarding their usefulness Tichomi-
rov’s discussion (loc. cit.) is appropriate.

Baur gives the probability with which we can expect that the
value of the element in question will be included within a certain
interval. In practice it is desired that the interval be as small and
probability as. large as possible, Both of these requirements are
met only when the ratio m/s (m., standard error of estimate; s,
standard deviation) is very small, but in the regression equations
published up till now it is not less than 65 percent, a value which
should not be exceeded. Whether we like it or not it is thus
necessary, if the results are to have any significance, either to de-
crease the probability or lengthen the interval.

The limited usefulness of Baur’s forecasts (6, 7, 8) is
further exemplified by the following statement which is
a part of one of his forecasts. ‘Therefore one must
figure on at least one severe cold outbreak in sFring tem-
perature in Germany in 1926. Whether it will occur in
March or in April can not be said at the present.”

5. SUMMARY AND CONCLUSIONS

Baur’s work in long-range weather forecasting consists
of a derivation, with the aid of statistical methods, of a
number of time-lag relationships involving, on one hand,
monthly or seasonal values of meteorological elements in
central Kurope and on the other hand similar values
representing the preceding state of these elements in the
same and distant regions. With the aid of these relation-
ships the future approximate state of certain meteoro-
logical elements could be determined with a certain degree
of probability.

Baur’s attempt to establish a definite physical basis for
the statistically derived relationships proved fruitless;
nevertheless, he was able to provide a suggestion of the
physical-synoptic basis in several instances, namely,
where the relationships involved relatively small time
lags, and where the choice of variates was confined to the
same and neighboring regions. o

It is necessary to point out that the statistical approach
in long-range weather forecasting involves a serious limi-
tation; namely, there is no assurance that the relationships
will hold after the period for which they were derived.
Most of the relationships derived up till now from corre-
lation studies, and employed in forecasting did not hold
afterwards. The reason for this is the periodic and non-
periodic changes in the atmospheric circulation. The
disturbing influence of the periodic factor can be reduced
to a certain extent by recomputing the correlation co-
efficient so as to include the last observation. Unfor-
tunately, the nonperiodic factor which at times is very
important cannot be determined because the nature of
the circulation is not properly understood. It is worth
while to note at this point that the correlation studies
show that such an understanding will be difficult to
attain. . . .

Some time-lag relationships do exhibit a marked sta-
bility (9). Unfortunately there is no way of telling which
u,’:X,Vlfﬁfffn‘é‘?ﬁfx‘ﬁ'e'ﬁ'?i’a"&."és’.”foé"ag’}ﬁr’ai’é’Eé’fy“é’af?ii’t‘e’%ﬁ“ffﬁ’io'.’éé”é%‘dvﬂfﬂ‘?2‘6.37’

or the following similar interval, 0.02 and —0,10 respectively. How much of the
Zﬁixfgé ltn the coefliclents is due to the periodic and how much to the nonperiodic effects

cannot be’said.
1t The confusion regarding the

i t and is best attested
ot 8y g?ratoage sufﬁeciently complex to be governed by laws of chance; yet neither are

n
t!gg; gﬁple enough to be explained by the existing mathematical physieal theories.

roper place of statistics in long-range weather studies
g the results achieved so far. Meteorological laws do

of the relationships will remain stable and which wﬂl,n"ﬁ;
Yet it is reasonable to assume that a forecast based. 9 5
number of relationships which have been stable 0T 4
long time will probably verify to a marked extent; {0 ;
is unlikely that all the relationships will break d.ownthe
once. There is therefore hope in forecasting Vs{lfih d
aid of linear regression equations, provided cautiod 'it)n
intelligence are exercised in deriving the proper relatt
ships, as was done in British India, for example.” {hes

The use of the above approach entails, however, 800" ¢
severe handicap which considerably limits its usefulnests
least for certain regions and seasons This is the D8 For
of the results that are possible of attainment. . ¢pin
regions where the fluctuations in the weather Wi ioo
seasons are great, western Europe and the United St”‘fall
for example, a forecast of normal temperature for the * ¢
or spring is of limited value; in fact, it may be at tl.melike
considerable harm. On the other hand, for countre®
India whose weather is dominated by land and ses & <.
soons such a forecast would be of decided worth; iions
larly for other countries where the weather fluctud”,,
are small. Yet, it should be noted that even 0% .4
United States, especially for certain parts of 1% .
weather fluctuations are relatively small during the {;e of
mer and therefore a forecast for this season might oach
value. It follows, that in applying the statistical aPPrf the
the first step is a consideration of the meteorology ©
region for which the forecast is to be made. o1y the

Baur’s experience was helpful in showing that wit ond)
methods used by him and described above, no 56> ¢
fohrec?sts of decided value could be obtained for Ger™
thus far.

-

-
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Part I1

Introductory Remarks.—The insufficient information
regarding some of the principles underlying the method of
Baur’s 10-day forecasts, the lack of acquaintance with the
actual practice of forecasting with the aid of this method,
prevents me from giving a complete explanation and dis-
cussion of the method, as well as of the principles involved.
Fortunately, from the existing direct and circumstantial
indications, important conclusions regarding the merit of
this method and results which were obtained with its aid

can

be drawn.

Since 1932 (1, 2, 3, 4) 10-day forecasts have been issued
during the summer months by the Research Institute for
long range weather trends of the State Meteorological
Service of Germany. These forecasts are published by

the

press and broadcast over the radio each week and

hence overlap for 3 days.

After some experiments with seasonal and monthly fore-
casts it became apparent that the employment of even
monthly means can give for Germany forecasts of very
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limited application, because, in most cases, it is impossible
to obtain from a monthly mean a good characterization of
the weather trend. It is of little value to know, for ex-
am{)le, that the month’s temperature is going to be nor-
mal if the first two weeks are below and thesecond twoabove
that normal. At the same time a consideration of indi-
vidual weather situations represented by daily weather
maps appeared to offer an inadequate basis for long-
range weather forecasts. This led Baur to introduce, in
practice, a meteorological concept which was originally
evolved by Teisserenc de Bort, in 1881, but which,

AVERAGE PRESSURE DISTRIBUTION,
FEBRUARY 5-20,1929

150 140 130 0

Ficure 13.—Reproduced from Baur.

because of technical and other reasons, found no applica-
tion in long-range weather forecasting at that time. The
concept which serves as the central idea in the theoretical
and practical foundation of his method received the name
“Grosswetterlage.” Sir Gilbert Walker's translation of
the above expression ‘‘broad-weather situation” is
adopted here.??

[

13 Baur was preceded in the adoption of this concept in long-range weather forecasting
practice by the Russian school of long-range forecasting, who define the broad-weather
situation in terms of Aelds of pressure system centers and anticyclonic trajectorles instead
ofthe actua) pressure distribution, as done by Baur.

1. BROAD-WEATHER SITUATION

A proper understanding of the above term merits tl;?
inclusion of Baur’s own discussion and Walker’s amplifi®
tion of this term. Baur (5) distinguishes betwen
“Wetter"” (weather), “Witterung” (weather trend), athe
“Grosswetter” (broad-weather or general type © to
weather). By weather is meant the instantaneous stﬁh
of meteorological elements at & given instant or, also; the
outstanding characteristics of the successive states of hef
elements during several hours or a day. The “weab of
trend” gives the characteristic total of the weather ale
individual days over a period of several days. As &’ 1
the two concepts refer to a particular place or regit ’
where the same weather or weather trend prevails. her
concept “broad weather,” in common with “west: g
trend,” represents the atmospheric occurrences du’:ﬁs.
several days or even during several weeks and moB” 4
However, 1t is more comprehensive in that it takes 13 15
only a particular region but also the neighboring regt oD
provided there is a direct physical connection bet¥" o
the individual meteorologica? processes of all the regi)o 8
Thus, with the same broad-weather situation giveD 7 0
certain form of the general pressure distributiof ;¢
weather trend of west Germany may be different fro® (her
of east Germany. The term ‘“Grosswetter” is W%
defined by Baur (6) as a macro-perturbation— i
a notable departure from the normal state of the atmosphere ‘:ll,'lght
maintains the same sign, experiencing at the most very 5 dsy®
breaks, over large areas of the earth’s surface during at least
and under certain circumstances during many weeks. .. (the
To this may be added Walker's explanation (3): “if (ere
broad-weather situation) is a condition of the atmosE ~ng
which controls the weather for several days, rem# fro
sensibly constant in spite of the changes in the latter
day to day.” ther

The employment of the principle of “broad-we% s
situation’ necessitates the consideration of time inte™ ;.
whose length is determined by the prevalence 0 ‘,’r 050
ticular weather type or broad-weather situation. = .ch
intervals, experience showed, were on the wholes 1]
less than one month for central Europe. As an exa™ ;08
reproduce from Baur’s work the broad weather sitt?3)
covering the period February 5-20, 1929. (See ﬁg'e ab
During the 16-day period the mean temperst®“rpe
Potsdam was —12.8° C., Treuburg —16.9° ver

eriod was also very dry. The high pressure aré?® t
%urope is in direct “contact’” with the Siberia8 = 'is
cyclone. The pressure gradient over central Eu‘iﬁ fo¥
from north to south., This is associated with a €O
of air from the east. e

The final choice of 10 days as a convenient time 12 ©jop
to represent the most frequent broad-weather S!t%d by
was not arbitrary, Baur claims, but was determPo s0-
the frequent presence of a 5-day rhythm in central onte

ean weather. One of the first tasks which conurectioﬂ

aur was to form g systematic, comprehensive €0° © ¢hef
of pressure maps which determine the particular Wurope'
types or broad-weather situations oF central B catlo®

hese maps were accompanied by a detailed del‘?erigl #
of the associated weather developments. The Mm%
represented by several hundred maps. gl

The determination of the coming broad-weather o

1 7The cLolce of 10-day periods was determined in part by the annual W;!;fl’l“gg&:romm

tlon and by the existence of so-called singulsrities in the annual course o!
elements,



81

i

b\(:?iowas made in part from a consideration of the distri-

ciple 5. Of pressure aloft. The acceptance of this prin-

ang S based on results of several recent investigations
Wea t}31011s1derable experience which indicate that the main
o deter development in the middle latitudes appears to

tion ermined by the pressure distribution and its varia-

aloft and not by the surface pressure distribution.’

2
X R]?LE OF THE STRATOSPHERIC PRESSURE DISTRIBUTION
ETERMINATION OF THE BROAD-WEATHER SITUATION
diel;lée Consideration that the stratospheric pressure gra-
fng Rormally south-north in the Northern Hemisphere
l&titu de general air flow, normally west-east In middle
Uen s materially influence the formation and move-
Bayy of arens of high and low pressure led Stiive, Miigge,
fron.? 20d others to investigate the effects of a deviation
Sagie ¢ normal meridional temperature and pressure
tomg 0t on the life history of the above pressure sys-
8 thy Stiive showed (7, 8, 9) how the pressure changes
Dregg Surface may vary when, with a normal south-north
gT&diere gradient in the stratosphere, the temperature
scuth_nt in the troposphere is north-south instead of
2, dienorph, as normally. Baur found that the pressure
1 Ilotnt' in the stratosphere, at least in its lower levels,
the noa]Ways directed south-north. The deviation from
aceOrd?mfﬂ direction, sometimes observed, comes about
the 408 to Baur through a northward displacement of
Op guﬂtorml high-pressure area in the stratosphere,
f1‘01n t‘ﬁ through the formation of nuclei of high pressure
the hiot southerly cell (10). As an example, Baur cites
- Qupjp52 Pressure over Kiruna, Sweden, about 68° N.,
betwege the period August 19 to 24, 1909. The pressure
8 iy o 12 and 15 kilometers was as high level for level,
degljy s Rormally at 30° latitude. That we are actually
auy gf with a “high-pressure area follows, according to
Obgepyo 0 the fact that similarly high pressures were
of theed at Kiruna on preceding days, that the height
&bly abt“)POpfx,ufse was around 13 kilometers (consider-
tuy, in Ove the normal for that region); that the tempera-~
the g, the lower stratosphere was below normal while in
Vaﬁabilli")sphere it was above; and that the interdiurnal
Smg)) ty of pressure over northern Sweden was very
ha) D-re O investigate the relation between the meridio-
at isllre gradient aloft and the general flow of the
ere, Baur considered, first theoretically, how
& moderate gradient at 10 kilometers, say 1
& 1° iy i kilometers will extend if a temperature gradient
Irgey; - 111 kilometers in the layers below has the same
% as the pressure gradient. For a pressure of
Y to De&t 10 kilometers, in latitude 50°, in summer, and
f the iﬁatm‘e of 247° A. as the normal mean temperature
%P&dient bCOIumn between 4 and 10 kilometers the pressure
. Decomes zero at 3.2 kilometers above the ground.
only & moderate pressure gradient in the sub-
bnt b sre opposed by a considerable temperature gra-
Bsphel‘e ) W the flow of air in the greater portion of the trop-
& Oons ldetermmed by the pressure distribution aloft.
ﬁost‘ in i(’ udes that the general flow of air is therefore
()ﬁthe owmittely connected with the pressure gradient
o1y the er stratosphere.’® As empirical evidence Baur

o Observed movement of areas of 24-hour pressure
Btjyg y & CO:
;‘Bter; 3 ) thenl\pmson of the ahsolute and relative topograf)hy of the 500 mb surface
egundin 'llly 22 wor mb surface) Baur found that out of 458 high-pressure areas at 6 kilo-
vn‘\“Nio%y 428 gyt g,charucmmed by othor than warm air in the layer below. Corre-
minm“g. aur rem“z 1.0ws were distinguished by relatively cold air below. The few
8 ment 1 g} days arks, are obviously phenomena of transition since they come only
Tatasph s the trongs B the above, Baur concludes that, in general, the temperaturo
ere tg wh{‘ sphere has the same direction as the pressure gradient in the lower
h it Is also similar in strength,

Bty
&5 ospl,

changes’ at the surface and especially at 5 kilometers
as related to the pressure distribution at 5 kilometers.
The movement of the pressure change fields takes place
in the same direction as the general flow, and hence per-
pendicular to the upper pressure gradient. The above
relation was termed steering by the Frankfurt school.
Two types of steering are distinguished, simple and
double steering. Several examples of steering are repro-

NORTHERLY STEERING
FEBRUARY 7-10, 1935

PRESSURE IN MB. AT 5 KM,
20 10 o 10 20 30

24-HOUR RISE T AND FALL O
SEA LEVEL
[ 16 20 30

20 10

80

40

[4 10 20 30

FIGURR 14.—Reproduced from Baur (10).

duced here from Baur's work (loe. cit.). Fig;ure:14 shows
the tracks of pressure change areas during February 7 to
10, 1935, to be almost ariﬁlel to the direction of isobara
at the 5 kilometer level, even to the extent of the turn
eastward. Figure 16, giving the mesn height of the
500 mb surface (over the 1,000 mb) shows the lines of
equal potential difference to follow almost completely the
isobaric lines, and hence shows the association of a high-
pressure area aloft with a warm air mass below it, and

18 The changes of pressure in 3 hours are less under control becanse they depend on

the motion of the warm and cool air masses of the lower troposphere, so that the changes
do not persist for 24 hours.
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conversely. The tracks are predominantly from north to sphere is very weak, the pressure distribution at 5 l?lgt
south and this is a case of northerly steering. Easterly meters fails to indicate the nature of the pressure gradlllz 0
steering is represented by figure 15. The pressure gradient in the stratosphere. Then the winds in the stratoSPf 0

is north-south, the reverse of the ordinary. Though the and upper troposphere may be essentially different fl‘he
temperature gradient is also reversed (fig. 16), the relation those below. We deal here with two flows of air ing-
does not break down. The general flow is almost from east control governing these flows is called double steer 4
to west. The winds at 8 kilometers (fig. 19), indicate the Figure 18 shows a ridge of high pressure to the nOTS.
existence of the abnormal gradient at higher levels as However the movement of the 24-hour isallobaric aré%’
well. It is interesting to note, as Baur points out, that at neither from southwest to northeast or from northwes o
this time no fronts were shown over central Europe and southeast but from west to east, both at sea level, and 8" th
more so at 5 kilometers. The last is in agreemen?, o169
the westerly winds at 8 and 10 kilometers and 1n flere,
a south-north pressure gradient in the lower stratosP

/

EASTERLY STEERING
MARCH 9-14, 1935

MEAN GEOPOTENTIAL DIFFERENCE
PRESSURE AT B KM. BETWEEN 500 AND 1,000 MB.
20 10 [ 10 20 30 SURFACES
545

20 10 [ 10 20 30

24-HOUR RISE O AND FALL O
PRESSURE AT 5 KM,
20 10 0 10 20 30

MARCH 9-14, 1935

F1GURE 18,—Reproduced from Baur (10).

ol
. . lo¥,
which, however, is not strong enough to aff?"t.gﬁioﬂ o
FIGURE 15.—Reproduced from Baur (10). layers. Because of the different pressure distribl> "gls0

the middle troposphere the flow there and below 12 lznd ‘i
the neighboring countries (reference made to maps pre- different. This is indicated from the winds 8t 24 pov
pared at Bergen); any wave formation must haye had its kilometers as well as from the movement of th® »
origin higher up. A case of trough steering is also shown pressure-change fields. senf*i”l !
(fig. 17). The representativeness of the above examples is The fundamental state (Grundzustend) 915) o idente
shown by the fact that in 14 out of 15 periods composing determines the broad-weather situation and can tospher o
the first 3 months of 1935 the steering principle worked. fied by the pressure gradient in the lower stré th y
In the other case there was no definite direction of motion. by the temperature gradient in the tropospher® il 35
The other three-quarters of 1935 and the year 1936 showed general flow and by the direction of motion ﬂ; 40 fie p
similar results. velocity of the 24-hour pressure fall and pressur® *=. of

Tn cases where the pressure gradient in the lower strato- (steering). The fundamental state, naturallys
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TROUGH STEERING
MAY 17-20, 1935

PRESSURE AT B8 KM.
10 [ 10 20 30

PRESSURE AT
SEA LEVEL

24-HOUR RISE O AND FALL O
SEA-LEVEL PRESSURE

10 ] 10 20

30

Fioure 17.—Reproduced from Baur (10).

DOUBLE STEERING
FEBRUARY 16-22, 1936

PRESSURE AT 5 KM,
20 10 0 10 20 30

3-HOUR RISE O AND FALL O
SEA-LEVEL PRESSURE
20 10 0 10 20 30

24-HOUR RISE [0 AND FALL O
REGIONS OF PRESSURE* AND WINDSA
20 10 0

% Double lines for sea level, single lines for 6 km.
A Winds at 8 km. A Winds at 10 xm.

Fiqure 18.—Reproduced from Baur (10).
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longer duration than a perturbation which lasts about
half a day or a day. Since the four elements enumerated
above are mutually related at least in a general way, one
of them could be employed in the determination of the

WINDS AT 2, 4, AND 8 KM.

WINDS AT 4 AND 8 KM.
MARCH 11 AND 12, 1935

L

WINDS AT 4 AND 8 KM.
MAY 17-20, 1935

WINDS AT 2 AND 4 KM,
FEBRUARY 16-22, 1936

20 10 L) 10 20 3o

10 20 KT

A Winds at 2 km. @ Windsat4km. O Winds at 8 km.

FIGURE 19.—Reproduced from Baur (10),

broad-weather situation. Only in case of double steering
the situation is more complicated and necessitates the
knowledge of the two controls, that is the knowledge of
the pressure gradient in the lower stratosphere as well as
that of the lower level (5 kilometers), from which it differs.

Often there are days during which the broad-Ww?gg
situation is in a state of transition or transformst! '
These are days on which the pressure distribution 3is,
or the temperature in the troposphere, is essentially day
similar to the pressure distribution on the preceding o
or subsequent days, alse, when there is no mutual rel“i o
between the four elements of the broad-weather situst g
These departures from the normal state are of deeP the
nificance in forecasting the further development of
broad-weather situation. ) prol

The duration of a broad-weather situation in celi of
Europe can be measured by determining the leng®® '
periods during which the pressure distribution at S:;i{nt
kilometers, especially with regard to the pressure gr#
remains essentially the same. palf

Baur’s experience (10) over a period of a year and &
(written in early 1936) was— .

1. The mean duration of a broad-weather situa
5% days. o of
2. On the average in central Europe there are five,
these situations in a month, the intermediate days ¢here
transition days. This, however, does not mean that b o,
cannot be a recurrence of the same broad-weather situ® o

3. The longest durations are of west steering whe? the
tral Europe is under a region of high pressure £ 1is0
stratosphere and is, therefore, not crossed by areas ©
and fall in pressure. weshy
¢ 4. The most frequent directions of steering 8I® oh;
18 percent; northwest and southwest, 17 percen 1th.
quite rare is southeast; rarer still, northeast and Doessure

The above results show the importance of the PTd ing

atio®

tion »

distribution aloft in forecasting the weather tren
5- to 10-day periods in centrsl Europe. The for®% s
and breaking down of stratospheric ricEs and LoWSS and
important for the weather trend as the surface LOW frott
HIGHS are for the daily weather. The departuresabouf'
the normal stratospheric pressure gradient come opl
through strong outbreaks of air from the SUbtznt os
high-pressure belt, and ultimately must be depeﬂdh tho
the variation in the balance of radiation throug

atmosphere, o
AP
8. METHOD UNDERLYING THE MAKING OF THE FORF‘

tho,
The working foundation underlying the aptuﬁl m:optla
of preparing the 10-day forecasts is mainly S)iTn tho
meteorology and statistics. The indications for® b a'nh
basis of these forecasts are obtained in two dlfferg wib
independent ways. The results are then compa¥ sﬁiﬂ’%
each other for the purpose of reaching a mutusal © at®
of the coming weather type. In the final estif™ 4
known facts and additional indications which m“?/en ot
bearing on the future weather development are 8

~ consideration. pab B

The working procedure consists of two pﬂrts’efgdl"%
determination of the connection between the gr 0
and coming weather (it is thereby assumed that t
pheric events of the preceding 10 days insofar 88 il
siders them over a wide region determine, it ' studd
weather of the next 10 days), second, the inleldille da}’ﬁe
and analysis of the broad-weather situation on 6 frot i g
the forecast. The former involves the extraction > jati
weather history, and with the aid of multiple "Oliaplﬂ &
tables, of definite days on which the weather deV®™} o8
was similar to that of the forecast day. ,he?eally B o
weather situations are critically analyzed statist® ooth s
synoptically to ascertain the probable futuré rh)"hw
trend. Also the possibility of extrapolation from
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8Xist; . . . . .
in ;ilélsg at times in the weather is considered, especially
8ineg t}sl“re, appearing up to the forecast day. However,
Signiic, @ periods of these rhythms change abruptly, their
The ‘Elll_ce in forecasting must be studied in each case.
the det, st step in the statistical phase of the method is
anq o, ®Tmination of relationships between the preceding
Uggq. omlmg weather trend. No regression equations are
ing ¢, Uly multiple correlation tables. The latter, accord-
ang j aur, express much better the manifold connection
®qug, tioullderlymg physical significance than the regression
Meth d’}?» and form the high point of the statistical
<' The statistical treatment of past weather
D the principal part of the work. But once
Wi, shed it 1s available for subsequent use as well.
the v, To82rd to the role of the broad-weather situation
of Ef’pothesrs is made that the direction and magnitude
determPreSSgure gradient aloft are important criteria in the
The .Mnation of the character of the general weather.
face O%Per presgure gradient can be determined from sur-
%Verg] Servations through (1) running means covering
trop h&J_’s which eliminate the smaller fluctuations of
S ml') eric origin, (2) simultaneous consideration of
elemeng and temperature; especially changes in these
Preggn> i such exists, (3) interdiurnal variability of
obSQrve,&t the surface, and (4) directly from upper air
hu&tlops when these become available.
synopg With the aid of statistics a broad picture of the
. The ﬁW_eather situation is obtained.
tiong b asis for forecasting is & computation of correla-
Yy etween foreweather and postweather, the drawing
Sivey glaps and the construction of tables. Thus for a
OVerly, ecade, say the second in July (11th to 20th), 10
2 Pllllg foredecades are used, June 26 to July 5, June
Sach ofu Y 6, etc., and July 5 to July 14. The last day of
Th these decades is called the indicator day (stichiag).

8
decy, docage following each foredecade is called the post-

akeg y
&QQOmpH

®athep 1 VoI correlation between foreweather and post-
thay o 18 calculated for each of the 10 pairs of decades so
the 1as11:, 8 40-year period as a basis, a total of 400 (440 for
Pareq h decade in July and August) pairs must be pre-
Dy, be()r each element for each forecast period. This

1&t10 one, Baur says, because it is essential in corre-

thfollllgﬁeseal‘ches to deal with the totality of all cases
Srrop the use of overlapping means. In computing the

thyt ts-,ho the statistical measures, it must be remembered
The © pairs of values are not independent of one another.
thipg 1, oonsideration of the statistically derived relation-
Wl& thetWeen the foredecade and postdecade beginning
the gor 8 days preceding and up to the 5 days following
the g of the forecast, tells which of the correlations are
8reqy, St significant and therefore which of them are of
Thgstf utlhty.
found&t.onoyvm elements of the foreweather serve as a
1, mon in the correlation computations:
2. Cho ean pressure of the foredecade.
dlﬁeren&nge in the pressure during the foredecade
of the. 1 ¢e between the mean of the first 5 days and that
3‘ : ast 5 d.ays).
4, ’Shgnge In temperature in the foredecade.
%x'llin Nge in pressure in the last 5 days (from the
w the 5th to the morning of the 10th).

H B

lagyodf obg
?Ltg ':fd- llnenf,tﬁog‘; the common practice of “‘setting ascertalned correlations in simple,
d qsh 8 an g s.” He says: *“In meteorology it happens in most cases that a quan-
foplentigy Cag“ml)' different connection with another quantity B nccordinf 08 &
thery O 8 wogt perhaps a fourth D show this or that anomaly.” For example, the
K‘ﬁdhntnm’dm t—east. temperature gradient Is of varying significance for the coming
valy, Xigts, ? 0 thethBt at the same time a south-north or a north-south pressure
e, 0 the muitiple correlation tables the natural laws of dependence get

4 5.) Pressure on the morning of the last day (forecast
ay).
6. Interdiurnal variability of pressure in the last 6 days.

These meteorological factors are computed for 26
FEuropean and near European stations, the most westerly
being Angmagsalik, the most southerly Ponta Delgada
and Algiers, easterly Kiev, and northerly Vardo. In
addition to these the pressure at certain points at sea,
where meridians cross parallels of latitude were used.
Also the temperature differences between the ocean and
the continent. In order to exclude short oscillations the
observations are combined into 5-day means. The
elements of the postweather are: (1) mean pressure of
the postdecade at (a) Potsdam; (b) Oslo; (¢) Treuburg;
and ~(2) precipitation frequency in the postdecade in
(@) northern Germany; (b) southern Germany.

The computed correlation coefficients (point correla-
tions) for each one of the stations and forecast points
between the foreweather and the postweather are then
entered on maps and brought plainly into view by drawing
isocorrelates. From this one obtains the first inkling of
the reliability of the suspected or even unsuspected re-
lationships. ~The distribution of the correlations, the
shifting of the centers of the greatest positive or negative
correlation from decade to decade in some instances, and
their persistence in a given region in others, is very
significant in understanding the physical-synoptic back-
ground of the results. The movement of correlated areas
indicates that it is not feasible to make reliable pro-
nouncements about the coming weather entirely on the
basis of synoptic weather analysis and preceding weather
development by using standard rules applicable during
an entire season or year. The factors which influence the
broad-weather are different at the beginning of July
from say in the middle of or toward the end of August.

In working up the relationships between past and com-
ing weather the computation of combined instead of
point correlations was resorted to. This involves the
combining of values from several stations for each fore-
decade.® By means of these combinations & greater
significance of the correlations and a stronger promilnence
of the physical-synoptic interrelations were attained.

Finally the quantities which were thus recognized as
factors mdicating the ﬁmst weather trend were set into
multiple correlation tables with one of the elements of the
following weather. Baur says: “Such multiple correla-
tion tables—mostly with four entries, i. e. variants of the
foreweather were computed eight for each decade.” The
maximum values of the correlation ratios computed up to
now are 0.82 to 0.89. These multiple correlation tables
allow the evaluation not only of the closeness of the rela-
tionship between definite values of the preceding weather
and the following weather development but from them
one can also pick out the days of the preceding years on
which an essentially similar weather situation to that of
the day on which the forecast was made prevailed. This
is very important since it is not sufficient to know and
consider the mean relationships over a 40-year period.
One must consider also the single, individual weather
situations of the preceding years. Therefore for each year
and for each day maps are drawn which can be consulted
when making the forecast so that they could be compared
with similar weather situations. Thus by means of a
simple code giving the date of each event noted in the

multiple correlation table one can immediately search out,

18 The methods of combination and selection of appropriate stations were dotermined
from meteorological considerations and from the distribution of correlation cocflclents.



on the day a forecast is to be given, all the past cases in
which the variables had the same values as at the present.

In order now to be in position to compare the present
weather conditions with similar events in the past and to
be able to consider the effects of certain deviations from
this, the six elements of the foreweather listed above are
cartographically represented for every single indicator
day and a comprehensive, exhaustive choice of observa-
tional facts is placed opposite the postdecade. In making
the comparison it is noted that in every year the dates of
the decades are the same. For the four years treated up to
1937 there are 4X6 or 24 decades (July and August).
However, since it is desirable to avail oneself of all possible
information (in a 10-day period the broad-weather situa-
tion may change) each of the 62 decades represented by
the 62 days comprising July and August is considered
separately. Thus we have for the 4 years 248 decades.
A still firmer basis is sought by Baur and for each of these
possible decades he makes the comparison of the post-
decade with each day of the foredecade, 10 in all. Thus
a total of 2,480 sets of charts is prepared. Each set com-
pares 6 charts of the conditions in the foredecade with 4
charts of the postdecade accompanied by 4 tables giving
information for each of the 10 days regarding air-mass type,
maximum temperature, duration of sunshine and pre-
cipttation.

Thus for each single day of the decades comprising the
four years in question there will be accordingly arrayed
opposite each other:

Weather of the foredecade

1. Map of the mean departure of pressure from normal
in the foredecade.

2. Map of the change in the mean pressure from the
first to the second pentad of the foredecade.

3. Map of the change in the mean midday temperature
from the first to the second pentad of the foredecade.

4. Map of the change in pressure in the last 5 days.

5. Map of the interdiurnal variability of pressure in
the last 6 days. =

6. Map of the distribution of pressure on the morning
of the last day of the foredecade.

Weather of the postdecade in Germany

1. Maps of the mean departure of pressure from normal
for first and second pentads of the postdecade (including
southern Scandinavia).

2. Maps of the mean departure from normal of the
daily mean temperature of the first and second pentads
of the postdecade.

3. Tables of the air mass types prevailing on each of
the 10 days in the postdecade at Karlsruhe, Potsdam,
and Treuburg.

4. Table of the daily maximum temperature at the
characteristic stations.

5. Table of the daily duration of sunshine at character-
istic stations. i L

6. Table of the daily precipitation at 30 evenly dis-
tributed characteristic stations in Germany.

These statements of the foreweather and postweather,
for all the 2,480 days, are on file. The individual tabula-~
tions of the elements for each day of the postdecade make
possible reference to the past weather and aid the fore-
casting of weather changes within the 10-day periods.
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4. PREPARATION OF FORECASTS

Preparation for the issuance of the forecast is mﬁdetﬁg
the beginning of the foredecade On the morning 0.21 of
day on which the forecast is to be issued, the mater'® .
the first 9 days is prepared. With the arrival of the mg ap
ing reports at 11 o’clock all the observations are worke Py
statistically and 6 charts of the previous weathel .,
finished by 1 p m. By this time the data for the mu]t‘%l
correlation tables are also prepared. The ma,thelm"t1 ob
expectation of the mean pressure for the pos’cdecf’fde oy
Potsdam, Treuburg, and Oslo as well as rainfall fr equefhis
for north and south Germany is then computed. 12 ning
way the first idea about the weather trend for the €0 15
forecast period is obtained. Simultaneously the "p‘f’ of
for the forecasting day are drawn up. With the mhich
the multiple correlation tables all weather situations ¥- "y
occurred during the 40-year period and which 8 other
similarity with the instantaneously prevailing W& /4
situations are searched out. These instances are eand
singly compared with the present advance weathels *
the useless cases rejected. Then as a rule there reﬂ}ous
2 or 3 cases which on all the 6 charts picturing the pr o)
weather show approximate agreement with the char? gﬁg,l‘
ing the current weather situation. From these S™"ye
instances the maps of the following weather, includlngs .
10 maps of the postdecade are closely studied and osh
optically analyzed with the view of determining th€ °ne
probable current weather development. At the ﬁ the
time close attention is paid to the manner in whi¢ oné-
ﬂevaﬂing weather situation differs from the oldert the

eanwhile the noon reports are examined so the fure
charts giving the change of the mean noon temper® ool
from the first to the second pentads of the foredecad® the
be obtained and weighed for further similarities. : rioP
synoptic analysis the last and by no means minor crite of
for the expected weather situation is found in the Y sy
air conditions on the day of the forecast and on t9° xng
which precedes it. In addition, thythms in the prec®ipne
pressure, which already appear to some extent % pov’
variability charts, were studied at a few especially m;leral
tant stations. The final decision regarding the o the
weather situation is reached at a conference he z.’ding
director of the institute with his assistants. 'The WS gt
of the forecast is personally composed by the dire®
about 6 p. m.

As an example of the wording of a forecast the ani®
ment for the third July decade of 1935 is quoted: -

The fair, prevailingly dr, ious week % 4 0%
on the 15thpto somegw{mt )l'u?gﬂg gje;}tlﬁeg,r el;rligugeverthel-essd i

ne
the whole the weather especially in south Germany rete!
friendly aspect.

unce”
god

g#1e
This not unfriendly but, on the other hand, also not full 5;. serﬂ‘ﬂg
weather with alternate clearing and short, partly thun e_n 60‘1?1]
will continue for the next few days. Then in the west 82" per wld
Germany for a few days prevailingly clear and dry wé? fon 8o,
come, while in north Germany, especially in the coast reging tho
East Prussia a slight changeableness will remain. F Ouowﬁng “I,’w
over the whole country there probably will be another €00 due
strongly unsettled weather with frequent precipitatio o
arrival of maritime and polar-maritime air currents. re 8 tal
In the first half of the last third of July the temperati® o
result of a sharp change will come to have a practicaly goof
hird -
mal. The number of days with precipitation in the lastc(fed 5 1;
July in central north Germany and East Prussia will exel)’ ins‘11
most places though on many days the showers will be meI;n the
nificant. The duration of sunshine in south Germany
days will exceed 70 hours.

an
mean. In the second half on the whole it will be cooler b



Bayy says:

dayshils forecast was well fulfilled; however, the number of rainy
of eCentral north Germany in many places was only 5 instead
Cagt oo than 5. Especially impressive was the arrival of the fore-
bt of ing from maritime and polar-maritime air for the second
) .the decade.

deg] ;vsi worth noting that to one who is accustomed to
ore dt igures the second paragraph may appear to be
generaleﬁl}lte than the first; the farmer and layman in
format' will probably find the first paragraph more in-
W, oinlve' The writer agrees with Walker (loc. cit.),
Weng referring to the above forecast says: ‘“‘Such a state-
$ by no means lacking in definiteness.”

5. DISCUSSION AND CONCLUSIONS

de'tl‘he essence of Baur’s method of forecasting lies in the
Situgt Wation of the particular type of broad-weather
Yation On or situations, both with respect to type and du-
Malye; s, we saw, is achieved through a study and
Which: of the broad-weather situation of the day on
bracts,, he forecast is issued. The latter involves the ex-
°°l'rel;€ifr°m the weather history, with the aid of multiple

vel()pm on tables, of definite days when the weather de-
brOa(L ent was similar to that of the forecast day. The

&nalyzwe&thex: situations obtained in this manner are

Dro},&ﬁd statistically and synoptically to ascertain the
® future weather.

ow t]ire is any connected sequence in weather, as we

&nq th ere is, this sort of treatment should bring it out

of Das erefore, supply a powerful tool for the application

hag behexperlence. The justification is that the weather
aved thus and so in the past and since it is gov-
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erned by physical laws, whether or not yet known, the
weather may be expected to follow a similar trend from
like beginnings at another time. The prudent and skill-
ful employment of statistics predicated on an understand-
ing of the problem can also be counted upon to give a
valuable indication of the future weather.

The above considerations are an indication that Baur’s
method of forecasting the weather trend for 10-day periods
during the summer months is capable of giving valuable
forecasts.
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VERIFICATION OF BAUR’S TEN-DAY FORECASTS

By Larry F. Paee and Priuie F. Crarp

As part of a general study of the work of Dr. Franz
Baur in the field of long range weather forecasting it was
decided to verify some of his forecasts. Those chosen for
verification were his 10-day forecasts which were issued
during the spring and summer, from 1933 to 1936. In
1933 the forecasts were issued for successive 10-day
periods from July 6 to August 25. In following years the
period covered by all the forecasts was increased, until in
1936 they covered the interval from June 18 to August
29. Also, in 1936 the forecasts were issued on the same
day of each week, so that each overlapped the preceding
one by 3 days. There were thus 27 ten-day forecasts to
be verified.

These forecasts are of the usual descriptive type, but
since they concern the three elements temperature, pre-
cipitation, and hours of sunshine, and since In many cases
they refer to different parts of Germany, it was found
that for each 10-day period there were several more or
less independent forecasts. To give a concrete example,
we may consider the fifth forecast of 1936, covering the
period Thursday July 16 to Saturday July 25:

The unsetiled weather which has been prevailing in Germany since
about a week will continue in the following days. With it one is to
expect in general cooler weather with variable cloudiness, and daily
rains.

Around the end of the week an improvement in the weather will take
place. Rains will diminish, daily duration of sunshine and tem-
perature will increase again.

The improvement which apparently will come somewhat later
in the northeast than in the rest of Germany will last only a few
days. Then unsettled, yet not entirely unfavorable, weather will
come again. The rains will be mostly of the thunderstorm variety.

The fotal duration of sunshine during the 10 days will be in most
places between 50 and 80 hours. The number of rainy days will
be more than 5 almost everywhere with the possible exeeption of
the northeast., The temperatures on the average will be below
normal.

Here we may distinguish the following separate forecasts:

(1) Unsettled weather with daily rains will continue
until “‘around the end of the week.” Thus, rainfall
frequency will be above normal.

(2) This will be accompanied by temperatures below
normal.

(3) An improvement which will bring decreased rain-
fall will occur “around the end of the week,” but some-
what later in the northeast than in the rest of Germany.
This improvement will last “only a few days.”

(42 Temperatures will be higher during this improve-
ment.

(5) After this the weather will be unsettled.

(6) The total hours of sunshine during the 10-day
period will be between 50 and 80. .

(7) The number of rainy days will be more than 5 with
the possible exception of the northeast.

(8) The mean temperature during the 10 days will be
below normal.

Thus, for this particular 10-day period there are 8
forecasts covering all three elements and various periods
from about 3 to 10 days. It was decided as the first step
in verification to analyze each of the forecasts in the
above way. It will be noticed that the period covered

This was ,foﬂ‘lf,
However, il Be
at b
o W
ertal®

by the forecast is often rather indefinite.
to be true throughout the forecasts.
forecasts are to be of any use, one must guess
limits of these periods, so it was thought that W
perfectly justified in doing so. There are also ©
ambiguous statements which we decided to omit, su%]e.”
that the weather will be “on the whole not unfavords 4,
Statements of the amount of cloudiness were also o iné
as it was felt that forecasts of the duration of sub®
were equivalent, as well as being simpler to verify- ting
Our original plan was to test the forecasts by calculahen,
the probability that each be right by chance, an £ the
using the same probability, by making a forecast 9 pts
same factor based on the normal values of the ele®® .,
We could then require that in order to be uselV .ov
forecasts have a better mark than the normal “forecd .,
and that those of the same probability have a percé®" 1y
accuracy which is greater than this probability "ghat
other words, they must have a mark which is better talf
that which we would expect by chance. Unfortud® "of
because of the limitations of the data and the I}ﬂt‘llr 168
the forecasts, it was necessary to modify our origin® P
to fit each particular type of forecast. e path
Before describing the methods used in verifyiPg . ihe
type of forecast, a brief account will be given © tion:
sources of data and stations used in the vel‘lﬁcased 9
To represent the various sections of Germany we Us a6
stations for temperature and sunshine. These furt
Konigsberg, Berlin, Breslau, Bremen, Aachen, Fré
a. M., Miinchen, Karlsruhe, and Wahnsdorf.
cipitation we used 15 stations, namely Konigsberg,
Breslau, Hannover, Hamburg, Bremen, Aachen, : 1 g
furt, Xarlsruhe, Niirnberg, Miinchen, Kiel, M?,gde or®
Stettin, and Wahnsdorf. Data for these station® -
obtained from the following records: Tigliche Be‘%sches
tungen and Niederschlagsbeobachtungen of the DeU used
Meteorologisches Jahrbuch. These records Werg4 ap
mostly for the years 1934 and 1935. Before 1%}61.111&11
for 1936 we used the separate year-books of the of the
Central Stations and the Tigliche Wetterberich?t o 1o
Deutsche Seewarte. This last source was found, .4 0
very faulty as regards precipitation records, £, itﬁf’ion
avoid using it necessitated the use of only 7 preciP
stations in 1933 and 11 in 1936. 2 and”
When each of the 27 ten-day forecasts had b ger
lyzed as previously described, it was found R8. o
were 152 separate forecasts of temperature, pre"lﬁl'ﬁereﬂt
and sunshine. These forecasts are of several 11 they
types, and as each type had to be treated separat® ¥
will be discussed below. octS?
Of a total of 51 temperature forecasts, 32 are for pich
of the departure from normal or of the range withi? upse”
temperatures will lie. Such a forecast might red 1’10"’“’?1
dominantly warm weather will prevail in the for e
days in south Germany.” The probability was
to be 50 percent for a forecast of departure %
below normal. In order to test a normal PTGIU
using the range about normal which wlll' m(i)f v
percent of the cases, we must use some criterion %

bility such as the standard deviation. The sam®
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of

et&gg’ test forecasts based on normal temperatures. The
calculard deviations and normals for each station were
lof t,[?ted from 40 monthly means in the case of all but
dopf o2 9 temperature stations. For this station, Wahns-
for él?nly 20 years of record could be obtained. Normals

sm%tg' number of days from 1 to 10 were taken from &

to Qor,oWrVe drawn through the monthly normals of May
Wag %%gelélber. Calculation of the standard deviation
e

P on the assumption that the distribution of
fratures about the average is a normal one. Thus
Derat,lft found the standard deviation of the mean tem-
Trop tr}f of each of the 3 months June, July, and August,
dayg fe 40 years of record. Assuming that successive
e&no ¢ach month are independent of one another, the
Iyt sI‘t‘?«ndard deviation for each day was obtained by
tion fp Ying the monthly deviation by ./30. The devia-
the rzr any number of days was then obtained by dividing
concer;ult by the square root of the number of days
the g¢ ed. . As this process involves the assumption that
oy &nd&l‘d deviation does not change from day to day
dayg gle month snd that the temperatures of successive
Tange é'e not dependent on one another, any temperature
Lo ett:, Probability calculated by this means is obviously
higher t than approximate. This error tends toward &
thay \, Percentage verification of the normal forecasts
Showy, G Ud otherwise be expected. But since, as will be
4 W.atgr, we only require that the probabilities be
They Ithin 10 percent, we feel justified in using them.
the gop.. 27 11 forecasts of a change of temperature during
Weatheecas.t period. A typical forecast would be, “Cooler
Probgpn Will set in toward the end of the week.” The
Cong; 2ty of getting this forecast right by chance was
fred to be 50 percent. No attempt was made to
change 18 forecast with one based on normals, since
Volveds In normal temperatures in the brief periods in-
ing 3y 2r¢ seldorn greater than 0.2 degree centigrade,
Chay, Was not felt that a forecast based on such a slight
RS I8 justified. -
the pgro 878 three forecasts of a change of temperature at
lg d&gmmn% of the forecast period, as, “In the following
of get%fs cooler weather will prevail.” The probability
the 1,108 this type correct by chance depends on whether
tloy, Peratures previous to the forecast are above or
&lre&dynol’ma,l, because obviously if temperatures are
}iercent above normal, chances are much greater than 50
the pro{fhaﬁ_they will be lower in the following period.
o ability is calculated by using the standard devia-
bupg dgether with a knowledge of the previous tempera-
Darture, As in the previous type, no normal

%I'B five o of temperature forecast, of which there
tetweencases,,ls one in which a difference in temperature
Urgy will WO regions is predicted, such as, “Tempera-~
Ty 5 be cooler in south Germany then in north Ger-
pmb&bi]i ere we made no attempt to calculate the
. Of thety or to test it with a normal forecast.

i&“’lber 09;0 recipitation forecasts 13 are forecasts of the
herrecast Dexio?iys
the of Tainy dq,
DI‘QbDeriod of

abily

of measurable precipitation during the
Such a forecast might read, “The num-
s in the greatest part of Germany during
orecast will be between 4 and 6.” The
s firsg 5{ cannot be calculated in the same way as for
ﬁ&nd&rd dﬁ’Pﬁ of temperature forecast, by use of the
NCEY s Viation, because in this case we are not justi-
tfllue Wﬂlsmmng that the distribution about the average

> dofin;; be a normal one, because the distribution has
Seayge ite JUpper and lower limits of 10 and 0 days and

18 & discontinuous distribution. The proba-
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bility can be calculated, however, by constructing the
actual frequency distribution for as long a period as is
available. We were able to get 25 years of record for
most of the 15 stations and 22 years for the others. We
assumed that the distributions and normals do not change
appreciably throughout a single month, so that by using
the data for each of the 3 decades there were between 66
and 75 cases available for the construction of each fre-
quency distribution. The probability for a single fore-
cast of say 4 to 6 days is estimated by finding the relative
number of decades in which there were 4, 5, or 6 days of
rain. Test forecasts are made by taking the days on
either side of the normal value which will include approxi-
mately this same proportion of cases. Probabilities cal-
culated in this way are only approximate, in view of the
shortness of the records.

There were two forecasts of the departure of precipita-
tion from a 10-day normal, as, “In the next 10 days quite
unsettled and frequently ramny weather will prevail.”
If we assume that this means that the number of days of
sva,gﬁreciable rainfall rather than the amount of rainfall,

ill be above or below normal, this can be verified in
precisely the same way as in the case of the first type of
precipitation forecast. The probability is 50 percent
and the normal forecast is given a range which will include
as nearly as possible this proportion of cases.

The most numerous type of precipitation forecast, and
of which there are 48 cases, is that which gives the depar-
ture from normal for a period which is less than 10 days,
as, “Unsettled weather will prevail in the next 3 to 5 days.”
This type has a probability of approximately 50 percent,
and as 1n the case of the preceding typeis taken to mean
that the number of days of appreciable rainfall will be
above or below normal. However, in this case a normal
forecast cannot be made based on the same probability,
since no frequency distributions were constructed for a
period differing from 10 days.

There are 18 forecasts of a change in precipitation dur-
ing the period of forecast, as, “After 4 to 6 days the weather
will be more unsettled and more rainy.” This forecast
has a probability of 50 percent of being right by chance.
The verification is made by comparing the average daily
amounts of precipitation during the 2 periods involved.
This was thought to be more significant than the average
number of days of rainfall, especially for short periods.
No normal forecast was made, since 1t was assumed that
there is little change in normal precipitation throughout a
single month.

The final type of precipitation forecast, of which there
are nine cases, is one giving the difference in precipitation
between two regions, as, ‘““The rainfall will probably occur
more frequently in north Germany east of the Oder and in
Silesia than in the west.”” No probability can be assigned
to &his type of forecast, nor can a normal test forecast be
made.

There is only 1 type of sunshine forecast, of which there
are 11 cases. These forecasts give the total number of
hours of sunshine during the forecast period, or the range
within which the total duration will lie, as, “The total
hours of sunshine during the 10-day interval will amount
to at least 60 almost everywhere.” The probability of
such a forecast can be estimated by use of the standard
deviation, as in the case of the first type of temperature
forecast. The necessary normals, for a 25-year period,
were obtained for the nine stations from a climatological
atlas of Germany, but unfortunately long enough records
for a computation of the standard deviation were available
only in the case of two or three stations. It was necessary
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to assume that the standard deviation for a given month
was the same for all nine stations, and this assumption was
justified by the close agreement between the standard
deviations of a 32-year record for Bremen with those of a
46-year record for Karlsruhe. Those for Karlsruhe were
used since they are based on a longer record. Probabilities
calculated in this manner are of course only approximate.

To obtain a general estimate of the accuracy of the fore-
casts it was necessary to combine the results of the veri-
fications described above. In order not to weight the fore-
casts by the number of the stations used in verifying them,
we gave each forecast a total weight of 1. The rating
given any forecast is then the number of stations for which
the forecast was correct divided by the total number used
in that particular forecast. For example, if a temperature
forecast used all 9 of the temperature stations and 6 of
them were found to conform to the forecast, it would be
given a rating of 67 percent. The forecasts may now be
totaled in any convenient way. Due to the approxima-
tions involved in computing the probability and ranges
used in verifying some of the forecasts, and due to the great
number of different probabilities found in the results, we
decided to sum the forecasts in probability groups with a
class interval of 10 percent.. Thus, all forecasts whose
probabilities lie between 45 percent and 54 percent are in
the same group, ete.

The results of this grouping are shown in the accom-
panying tables.

Table 1 shows the total results of the forecasts for each
element and each year. It was found on summing the
forecasts by probability groups that only in the case of the
45-54-percent group for -each of the elements, and the
35—44-percent group for sunshine were there enough cases
to consider the results significant. Therefore these three
groups, together with the total of all groups, are the only
ones included. Thus, the two rows in temperature and
precipitation refer to the 45-54-percent group and the
total of all groups. The three rows in sunshine refer to
the 35—44-percent group, the 45-54-percent group, and
the total. The three rows representing the sum of all
three elements refer to the 45-54-percent group, all other
groups, and the total. The 4 columns show the number of
forecasts correct, the total number of forecasts, the ratio
of the first two columns expressed in percent and the
probability of being correct by chance. The probability
assigned to the total of all probability groups is obtained
by finding the weighted mean of the groups, weighting
the central value of each group by the number of forecasts
it contains. Since each group has an interval of 10 per-
cent, the weighted mean should be considered accurate to
not less than 5 percent. All percentages based on more
than 10 forecasts are given in italics, as these have the
highest significance. Although a large proportion of the
percentages are not shown in italics, it should be noted
that out of a total of 48 percentages all are above the
corresponding probabilities. This means, of course, that
the forecasts have a much higher mark than we would
expect by chance, even considering that the percentages
‘are not all independent. Another point to be noted is
that 1934 has the best record while 1936 has the worst.
The comparatively poor record in 1936 is due to the poor
temperature forecasts of that year. 1933 is also a poor
year for temperature forecasts, while the mark for 1935
1s lowered by poorer precipitation forecasts.

Table 2 compares the results of those forecasts which
could be tested with normal forecasts with the results of
the corresponding test forecasts. Unfortunately only
38 percent of all the forecasts could be tested in this way,

‘tables there are many fewer percentages in italics thal pe

o
so that the conclusions that may be drawn from ﬂ,lreﬁe
tables regarding the forecasts as a whole are limited. 'bles'
rows refer to the same groups as in the first set of & 2
The first four columns contain the number of foré% .
right and the total number for both the normal foréY
and the actual forecast. The last three columns con,.
the corresponding percentages and the probability- ghes?
cause of the lesser number of forecasts contained 13 ¥ %

the case of the first tables. However, it should agd" are
noted that only 2 out of 48 forecast percentageé® “y9
lower than the probabilities, whereas this is trué * ..
cases for the normal forecasts. In 8 of the 50 ¢ .
parisons the forecasts have a lower mark than the
responding normal forecasts, but only 4 of these aré
on a sufficient number of cases to consider the T° o 10
significant. These 4 unfavorable comparisons are duﬁnd
the comparatively poor temperature forecasts of 1992 .
1936, which have been mentioned before. Howevel: ol
only fair to state that the probabilities of the 1%
temperature forecasts are undoubtedly higher thar g
indicated because of the assumptions made in estim?
the standard deviations.

TaBLE 1.—Forecast tolals

1033 1934 1935//
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1.00| 1.001 100 40/ 1.66| 2.00( 83| 65 2.07| 3-0) 60475
Sum of three ele- |J11-80[17.60|  6745-5412.88/17. 11| 7545-54 24.0737-28 63
um of 3.77) 5.40) 70, 44 3.00| 3.80| 79I 73| 2.69] 42 6
----------- 16. 67124, 00 69 wmw%w 70 54|20, 51/46-
1936 Four-year sum
8.34(14.00]  0045-54!20. 6242, 50] 69
Temperature...... {18. g; iz 057) 65105 5 0a 106100z
. 07(28.1 54143.8571.41] 61
Precipitation. ... 22.03(34.00] 65| 50|57.07/00.00] 68
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25,4242, . 71l 65
Sum of three ele- { 5.07] 7.72| 66| 4014622120 69
----------- 34, 49‘ 56.00, 62 49i08. 71 ‘152.00 65
fro®? thf
A classification of the forecasts can be made, <ui%% |5
point of view of the time elapsing between the lsiies- A
the forecast and the period for which it apP mﬁde up

pointed out before, each of the 10-day forecasts 15 ts 0E ¢
of secondary forecasts which apply to different P&- , ol be
10-day period. For example, a secondary foreca»‘:i ob th)
begin on the 6th day of the forecast period and € ps: (11.,
8th. The 152 forecasts were divided into 4 g10%6 1%
entirely within the first 5 days; (2) entirely withi? oV
5 days; (3) forecasts for less than 10 days whit? = rio®
the 5th day; (4) those which cover the whole 10-d

There are 43 forecasts in the first group, s_md he secoﬂ;
& percentage verification of 75. Those 1n Eho " 513'
group, consisting of 36 cases, have a percenm oe?ty

Those in the third and fourth groups each have 2 abﬂlbe.
age of about 65. All of these groups have &
of about 50 percent of being right by chance. .,
seen that the second group has a mark which 18
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greater than this chance percentage, which
that Baur’s forecasts have little or no value,
e first 5 days.

Tag
L
%Compam‘son of normal test forecasts and Baur forecasts
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All the preceding discussions compare the actual fore-
casts to those based on chance or on normal values.
Persistence forecasts, based on the assumption that the
weather during the forecast period will be the same as
that in the previous period, due to the conservation of
weather processes, in some cases give a much higher per-
centage of verification than either chance or normal fore-
casts. Since they do not require skill in their application,
the test of a forecast method should include a comparison
of results with those of persistence forecasts. It should
be noted that from the practical point of view forecasts
of change are often of the greatest importance, and these
cannot be made by persistence, whereas Baur’s forecasts
include both continuations and reversals of sign of
departure. ‘

Only temperature and precipitation departure fore-
casts were tested in this way, as these are the only types
which can be made directly by persistence.

Of the temperature departure forecasts, 27 were treated
in the following way: A persistence forecast was made by
saying that the sign of departure during the forecast
period would be the same as that on the day the forecast
was issued. Such persistence forecasts attain a percent-
age verification of 69.4 percent, while the corresponding
mark for Baur’s forecasts is 70.5 percent. The difference
of 1.1 {)ercent is not significant, either practically or sta-
tistically.

In the case of precipitation, there were 20 forecasts of
frequency departure which could be analyzed. In this
case the persistence forecast was based on the assumption
that the number of days of precipitation during the fore-
cast period would be greater than normal if rain occurred
on the last preceding day. Such forecasts received a
mark of 57.0 percent compared with Baur’s percentage of
verification for the same 20 forecasts of 68.5 percent.
Here, as previously, each forecast was graded according to
the percentage of stations ineluded which were forecast
correctly. Thus, although the stations.are not entirely
independent, considerably more than 20 forecasts were
graded, and Baur’s grade is probably significantly better
than the persistence verification for precipitation.



A PRELIMINARY SUMMARY OF THE MULTANOVSKI SCHOOL OF LONG-RANGE
WEATHER FORECASTING

By I I

Introduction—The Institute of Long-Range Weather
Forecasts, after 1930 a division of the Central Weather
Bureau of U. S. S. R., was established in 1912, at the
Central Geophysical Observatory. B. P. Multanovski,
head of the institute until his recent death, was entrusted
with the work of carrying on investigations to promote the
development of long-range forecasting methods. To-
gether with his associates he developed, in the course of
many years, the methods which serve as the basis for
forecasts.

The first (1920) regular forecasts for 10 to 14 days to
2 to 3 months in advance which were issued were of an
experimental nature. After 1932 they were issued in the
same manner as the regular short-range forecasts. {The fore-
casts also extended for longer periods in advance. Under
certain conditions they were issued for as much as five
months ahead.

The time interval for which the forecast was generally
issued was the period of time which marks the type of
synoptic process involved and was termed a natural period
or natural time interval as distinguished from a calendar
time interval. Inasmuch as the development of a synop-
tic process often varies with season and from year to year
and in addition is a function of a number of synoptic
factors, the time interval must necessarily vary too, and
consequently the period of time for which the forecast is
issued.! . .

Of the three available papers in which a partial exposi-
tion of the principles and methods is attempted, that by
Tichomirov (4) contains the briefest and will be followed
here mainly.

1. FACTS AND PRINCIPLES OF FORECASTING

The method, known best by the name of composite
map method, differs from time-space correlation long-
range forecasting methods and many others in that it is
based on synoptic considerations.

To get a simple picture of the trajectories of pressure
areas plotted on a map Multanovski grouped them accord-
ing to their origin. He chose for his experiment the
trajectories of the maxima. ¥is reasoning was that the
central part of a maximum forms, at any rate as a first
approximation, the nucleus of high pressure and therefore,
the trajectory of the maximum can be taken, as a first
approximation, as the trajectory of the nucleus, in other
words, the trajectory of the air mass.

In grouping the trajectories according to their origin
Multanovski obtained three groups, one directed from the
west, the second from the northwest quadrant and the
o S Lo O e e wonthor Joroessting 1o meriad of e, nterval
the forecast may be either a calendar unit—week, month, season, or year, or a natural
time unit, i. e., a time Interval which is determined from meteorological considerations
whose length is governed byaparticularsyno&.ic rocess as represented by an individual

weather sli uation 3r a continuous serles of simflar situations. Inthelatter casea physical
icture is involved.
» Tn some Instances the calendar time interva] may approximate or equal the natural
od, Incertainregions, India forexample, where the weather is mainly determined by
m or sea monsoons, and hence where the weather situation remains essentially similar
for a Jong time, or in regions where there is little variation in the weather, the distinction
between calendsr and natural periods Is obliterated,
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third from the northeast quadrant. He then set thes® °
separate maps. . for

In examining the track of each individual male"sIftho
2 period of many years he discovered that in genel®’ ;4
intrusion of maxima takes place along definite path? iy
that the tracks are concentrated, for the most PA'4g
definite zones. These concentrations were selecte ande'
single average axis called a median or normal W88 "
termined for each. Thus there was obtained 2 ?oﬁ )
skeleton or fan representing average trajectories Whlcks of
be regarded as the typical positions of the trac herly
maxima. It also appeared that the axis with a nort o
component formed two distinct groups or fans, the pfan,
of intersection of the axes of the first group, center 8reeﬂ'
lying in the Arctic at 105° W. 86° N. (northwest of i)
land) and the other around Taimir (northwestern Slt% oiD
The axes of the first group represented maximsa €8
Europe from the northwest, and were called the n{?ra
polar type, while the other fan represented averag® — ¢h-
of maxima moving into European Russia from the 4 the
east (in winter also from the east) and were name® ;pe
ultra-polar type. The anticylcones arriving fro0 p
west, region of the Azores, folﬁr)wed a rather narro‘zuoreﬂ
almost straight east, and their path was called the To 870
normal. In addition to the main Azores group th-g'oﬂ of
a few offshoots directed northeastward. The posit*’: ed
axes over certain regions calls for a completely dete
ty];e of weather in corresponding regions. . ed DY

t was found that some of the axes are chamctel';]zo 8
great stability. The movement of anticyclones & oty
single axis often continues for a long time. This P*F 5
might be utilized in the comparison of seasons ® e
themselves according to the distribution of axeS:yﬁs 11‘
as for comparison of each season with typical ﬂ’}ed'evl”
the latter instance we can determine the degree ! “f #
tion from the normal. The change in directio® 'zs®
trajectory, or degree of deviation from normal, s
definite characteristic of a single season or per100-

2. THE COMPOSITE MAP ST
. e

In the study of synoptic processes there is & n;"w&pi
of characterising a long-term process with a fo% g ‘.’c
which will bring out its essential features. TbH® no})f’l
mean pressure maps in the characterization of & Syroct?sil'
process is helpful in the case of a fairly steady tyP°® Pd pg 0
However, with rapidly moving areas of low ”nresﬂ“rf
pressure and sharp changes from day to day meal I;t,bel' 0
maps fail to reveal the essential details ofy the We 5
individual days. are %
To gain an estimate of the distributions of pres enb of f
during certain developments, such as the move d?o
maximum along a definite axis, the method W“Sbols
entering on a map with the aid of special Sylﬁ rel®
centers of areas of high and low pressure 80 . gh

developments—crests of high pressure,secondary » (®

accompanying the movement of the maximu?

(02)
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f
dgt&-l's) The maps obtained in that way retain all the
Watter ﬁf the life history of the pressure regions, and no
Sxtan;, tOW long the period may be they reflect to a certain
hay, 8 he weather of every day. In this respect they
Tylgg; 1stinct advantage. We get for example an accu-
Sngig; 0 of cyclonic centers, and this shows that the
Bivg rOIl_S for the development of clyclonic activity in &
&ppe&re.gmn were at hand; if in due course there were to
o hig In this region signs of partial minima and crests
ditjon, Lressure it would serve as an indication that con-
Would become unsettled. The regions of accumu-

\

state of one or several fields will serve as an indication of
the change in the orientation of the axis and hence the
termination of conditions favorable for the realization of a
certain weather phenomenon; and conversely a deviation
frolzz the normal trajectory implies a change in the pressure
Jield.

The construction of a composite map is of significance
then for any well-defined process. The relationship be-
tween the orientation of the process, in part between the
movement of the maximum a})ong a definite axis and state
of pressure field on the composite maps is often utilized in

COMPOSITE MAP FOR NORTH CAPE AXIS, SEGMENT II GIVES PRESSURE CENTERS
ASSOCIATED WITH MOVEMENT OF MX ALONG ABOVE AXIS

® Cyclonic center © Anticyclonic center

\

#* Partial minimum < Grest of high pressure

l&ti

On
%tlcy(:jf low or high pressure are called fields (cyclonic,
dolt Wag fo Cte.)
t:ﬁhite mfoqu that when the process is oriented in a
by ey plac:nlner as, for example, when a development
&nenonlenoa ong a certain axis, or when a certain weather
is%l(-) S él occurs in a definite region, and in other
thi;'l Uteq %SeS, the centers are grouped into definitely
deﬁnconditio elds of high and low pressure. Only when
Capeed pre N is observed can one figure on getting well

efully Ssure fields. In turn, when this selection is

14 Served, the change which appears in the pressure

3\4()\7

Fiourr 1.—Reproduced from Asknazy (6).

practice. Thus, according to Multanovski, the pressure
fields and axes are closely connected with each other, and
with the aid of the axes one can determine the distribu-
tion of pressure fields and conversely a change in the
orientation of the process can be determined from the
distribution of pressure fields. This contention was shown
by Asknazy to be true only in a very limited degree.

The orientation of a process or phenomenon corre-
sponding to a certain pressure distribution associated with
it is established in part by entering on & map the suc-
cessive positions of centers of hig and low pressure.
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The composite maps are illustrated with the corresponding
temperature, precipitation and wind distributions asso-
ciated with a given process or phenomenon, so that the
weather can be represented by them in detail. The con-
clusion was drawn that a weather type can best be identi-
fied by a combined composite map, kinematic and statis-
tical, which is a map on which we trace the movement of
anticyclones and on which are also entered the aggregate
pressure distributions (centers of maxima, minima, ridges
of high pressure, secondary minima, troughs of low pres-
sure) associated with the passage of the anticyclone in
question. The trajectory of the anticyclone allows a
determination, as a first approximation, of the origin and
extent of modification of the air mass; further details of
the weather are obtained from the pressure distributions.

The time interval which characterizes the weather type
and during which the pressure centers continue to be
situated in separate, closed-in regions forming definitely
marked pressure fields is called the natural period time
interval. This is the statistical criterion of a natural
period. Kinematically expressed, there is no intersection
of trajectories during such a period. A change in pres-
sure sign within the confines of the pressure fields, 1. e.,
when the appearance in the region occupied by centers of
low pressure of areas of high pressure, and vice versa
might serve as an indication of a change of axes, and
hence of the arrival or beginning of a new period.

‘Multanovski’s investigations showed that an ‘‘opera-
tion’’ along any definite axis continues for 10 to 12 days,
the so-called “natural’”’ synoptic period. Hence 2 to 3
days after the beginning of the new period, as soon as the
orientation of the process becomes apparent, it is possible
to determine the weather for the next 7 to 10 days. The
orientation of the process becomes apparent from the
initial direction of the trajectory of the anticyclone and
from the composite map of the pressure distributions
associated with the anticyclone during the time interval
marking its initial stage of travel. Because of the close
connection which exists between the axis of an anticyclone
and the pressure distributions associated with it the sub-
sequent development of the synoptic map and hence the
actual weather type can be determined. For if we find
that a composite map covering a certain period of time
is very similar to the composite map for a given process
or phenomenon, we can then say that this map contains
the basic features of the indicated phenomenon. If the
phenomenon is peculiar to a definite place or region then,
without doubt, in many cases it will not attain its fullest
development, though it will occupy, with its pressure dis-
tribution, a definite area.

Multanovski’s experience seems to have been that cer-
tain phenomena or processes in U. S. S. R. materialize
within a period not nexceeding 30 to 35 days after the
appearance of certain significant developments. In other
words the orientation of a process can in some cases be
established earlier. In general it was concluded that
indications of future pressure distributions appear on
preceding maps and that we can get an idea of the presence
of a maximum number of such indications by the con-
struction of composite maps.

Following through the development of a large atmos-
pheric disturbance in U. 8. 8. R. one can select a number of
phases which precede the occurrence of such a disturb-
ance and also some of the stages which lead to the reestab-
lishment of the disturbed equilibrium. This should be
true also of extended processes. It was observed that in
the occurrence of any typical phenomenon, preceded by 2
whole series of changes leading to the phenomenon, there

is often observed 30 to 35 days previously, some.ch?mgthis
a sort of “flaring up” of a new process. ithir g

indicated time 1Interval one can . distinguish ?Pptrions
mately five more “moments.” The pressure distriP¥’
corresponding to. these “moments” represent the 0065
steps in the phases of the development of a certsin P an0®
which culminates in the investigated weather pheno™. .4
or leads to & development along an axis having & de
direction. L ona
The determination of phases for various pheno@®;
made difficult to a large extent by reason of the fach It
once a phenomenon characterizes a given seasol & . the
conditions during a certain season are favorable fos the
realization of this phenomenon, then the latter ba ordi'
tendency to repeat itself more than once. What the

-narily happens is that during the ‘development of and

process there appears a new threat of the same evel” p,
hence, there is noted a new series. Thus, during & ¢ -
a given event may repeat itself six to eight times. {helé®
ally here too exists a definite regularity. Never" o
such combinations make the investigations mu¢ twﬂl
difficult. In the future, investigations of this ST pat
become materially facilitated by the circumsta® by
in the realization of phases a part must be P ’?yations
coupled centers of action and definite natural combi heré
of axes. At the present it is already clear th®
cannot be a large number of phases, even if t
30 to 35 day interval between the ‘‘threats” i}ngo
event itself, because the changes in the centers 9" * 1450
cannot proceed at a very fast rate. The length ot
ranges from 6 to 15 days. On the average
four to five phases to a period of 30 to 35 days-

8. FORECASTING FOR SEASONS

. 13 4

One of the fundamental principles of forecasﬁm%nig of

period is that, knowing the direction of the seg™ g the

trajectories of the significant pressure points duﬂ?ﬁctef’
period, one can, in principle, give the weather chb#

istics of this period. . drep_fe‘
It was noted that the composite maps for a perio- ,4io?
sent a rather simple distribution of pressure s¢?
and in this respect they closely resemble maps ¢
and separate weather phenomena. tod 8 ?
_ However, a seasonal composite map constru®” yr od
similar fashion would not, because of a large nuer Je
centers of opposite sign lying close to each otheT pplo

itself to a simple division of fields and hence # " ter i
characterization of the distribution of pressur® i
Accordingly the ordinary centers are joined, usu®y . a?
centers, of the same sign, which lie near one an¢ 050"
which are part of a natural time interval. The (s)
maps appear to be much more complicated sinc® o
are reflected the developments along the entire ° noﬂleﬂ
tion of seasonal axes, the occurring weather Phe of B
characterizing the season as well as the first 887" )~ U
operations characteristic of the coming Seﬂlsl Smﬁueh
account of this the pressure fields occupy a muc? /o -eat
area on seasonal maps and are distributed closere Iy
other than on the maps of the periods. If the © d'rﬁ"'0 ]
maxima and minima were to be carried ove’
from the composite maps for the periods onto the abb
maps, pressure fields of both signs would no “_,
have been obtained but the dividing line or Zonking
also have been filled with signs of both kinds, 77
analysis of such a zone considerably more dlfﬁcue
A season consists of natural periods which 87 ;
terized by definite operations. In order tO



&
'ie% O season into periods it is necessary to enter on a map,
form Ing with a certain date, the centers of pressure
Sl 2HONS up to the time the pressure fields change their
rom the moment when, for example, an anti-
symbol  appears on the cyclonic field, or the
Ong i he period shall be regarded as finished, and a new
g of 8% the same time begun. Having established the
latte, o Period and obtained a composite map thereof, the
Prece d}S completed in the same manner by entering the
Obtagp, g days of the period and thus its initial day is
In that?d" In practice such a division offers a convenience
Ntipg . glven a pair of initial days, one can indicate the
the o distribution of pressure areas which will hold till
hn of the period.
Cer;};'easor.l itself is determined by the predominance of
ang in.l axis which serves as its dynamic characteristic
the 1_Stnguishes it from other seasons. One can say that
%o
Whig' Completely developed characteristic seasonal process
Perioq ater may repeat itself several times during the
&ppearsln Question. A curious property of the season
ity to be a constancy of certain areas of maxima and
the co& fOI‘_the entire interval corresponding to it on all
Wefthg‘llgsme maps. This allows a determination of the
pes. )
8 Iillagrep&I‘&tion of forecasts for seasons the procedure
Qompo %o that used in shorter periods is followed. Given
Drege. S1te maps for a set of adjacent seasons the state of

Yelone,
rerse,

88 ’ .
the Ogre fields of the season just ended is compared with
the " Which preceded it. . First are noted regions where

of ¢ eressl{re has assumed the reverse sign, an indication
then th €€nning of one season and the ending of another;
dny o © Tegions where the pressure sign has not suffered
fig ds hahges are located and finally the regions where the
m&Xim Ve experienced smaller changes, for example where
ing i?l' ecome supplemented with ridges of high pressure
Uingq  MMa with partial minima, or the reverse, are deter-
80 Gon s this way a map of tendencies is obtained.
Withiy (oidered are the displacements of pressure fields
; Dellot‘ € preceding season itself. ; '
the Stat Ing all the customarily encountered changes in
d}}e lattg of ‘pressure with special symbols and applyin
tlstribufz.r, to the case under consideration a geographica
he ¢ &rlon of the changes in the pressure field as well as
D&rigoll &cter of these changesis obtained. Such a com-
:h&nge Snables one to establish in which direction the
thrapolm.l)ressure conditions takes place, and thus, by
W b &ting, the composite map of the coming season
Myt 00Structed. o
Movski also states that the extrapolation is made
Dlpeciany easier and endowed with a larger probability,
Ag 309 for the districts where a change in sign takes
\ 1 oth halves of the just ended season are worked
Unyg ths&n& ogous manner.2 This would lead one to pre-
111 ere are two main periods to a season. By
ag the distribution of pressure areas on the sea-
of expec% O(ile can select from the atlas of composite maps
i temperaet 100at}on of the typical axis. By making use
Dres’ e ure, wind, and other characteristics of typical
i Cticg] j o Obtain a whole set of details which have
8 preSs&nteT@St._ Analogously, from the similarity of
wolfie Te distribution on the composite map during
“’h&t‘ er ¢ Seasonal situations one can determine the
Ael"e 'theipﬁs’ characteristic of the season and districts
S g ceur. :
W Tesult of the comparison the extrapolated map is
ey h
"“513& ‘I‘)‘;i‘ égsésbgre determined on the composite map throngh the circumstance that

Ut that time g sort of attempted shift of the pressure fields, an inception

eglnnlng of each season is determined on the basis of .
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‘usually found to contain two or three separate types of
weather. In order to bring about the division of the com-
posite map into natural periods it is necessary to establish
whether all the pressure regions which appear on the map
can exist simultaneously, and if not, to select those situa-
tions which are common to one another and are coexistent.

“Although it is known that there usually exist two or
three types it is not possible yet, unfortunately, to estab-
lish the order of sequence of the types. Therefore, in
making the forecast for a season it can only be indicated
that the season will be characterized by the presence of
such and such weather types without indicating the exact
time of their realization. This is obtained later when
forecasts for natural periods of time are issued.

An attempt is also made to establish the time interval
during which a particular development takes place for
those cases where a similarity exists between the compos-
ite map of a season and that of a phenomenon. Know-
ing that during a certain season such and such a phenom-
enon may occur it is often possible to find the sequence of
operations along different axes over a period of nearly a
month. Another means of determining the sequence of
seasonal processes is the method of analogous cases. - It
is pointed out however that there are very few strictly
analogous cases so that the application of this principle is
limited. This method of analogous cases has been found
to be most useful in case of air masses arriving in the
U. S. S. R. from the northeast. o

4. CLASSIFICATION OF METHODS

The methods used in preparation of forecasts can be
classified as follows: :

1. Method of analogous cases.—Two or more statistical
composite maps can be regarded as analogous if when
properly constructed they should prove to be kinemati-
cally analogous. This method is used but seldom.

2. Extrapolation of dominating processes from one com-
posite map to another which gives the trajectories and
positions of regions of maxima and minima. This is made
on the basis that the process under investigation is often
conditioned by a set of long lasting, almost constantly
directed, currents in the atmosphere.

3. The application of phases.—For, as was found, a
synoptic period appears very often as a phase of one or
several processes which will occur in the near future.
The phase method is considered one of the best. For,
knowing the structure of the composite map and conse-.
quently the nature of the processes corresponding to the
following phases, one can often indicate, quite accurately,
the general character of barometric processes for the
following period and sometimes also for the period follow-
g 1t.

4. A known set of empirically obtained relationships
between processes of two consecutive seasons.

A systematic verification of the forecasts was made in
1931 by G. Wangenhein who examined 178 long-range
forecasts issued during 1928-30. It appeared that the
forecasts covering natural periods of time gave an
89 percent verification for precipitation, 75 percent for
temperature and 67 percent for the combination of the
two. He also found that “forced’” forecasts, i. e., not for
natural time intervals gave a much lower verification.
Since 178 forecasts were issued over a period of 3 years 1t
would appear that Wangenhein verified the relatively
short-range forecasts. The seasonal forecasts were verl-
fied by Asknazy indirectly, by comparing the forecasted
number of pressure centers of either sign with the number
obtainable from chance distribution. The highest value
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which Asknazy obtained was for the winter season, 56.5
percent.
5. CONCLUSIONS

Asknazy’s critical study shows that many of the basic
principles which underlie Multanovski’s method of fore-
casting, at least for periods of over 2 weeks, are either
faulty or are capable of providing but a very weak founda-
tion for the forecasts. As examples of these principles
may be cited the crude definition of weather types by
means of composite maps, the absence of an orderly
sequence in the movement of anticyclones along the
various axes, the indefiniteness of phases in the develop-
ment of a particular synoptic process and the indefiniteness
of the indications preceding it. On the other hand, the

- . . nb
recognition of a natural time interval in the develOngus
of synoptic processes, the consideration of anﬁz‘;gther

cases, the use of a recorded and carefully classified W&~ .
history,® all this coupled with the extensive eXPeﬂould

ained by Multanovski in the course of many years ¥ ,d
indicate that somewhat better than chance forecasts ¢ io?
be obtained. The independent and indirect verific® ",
by Asknazy of the composite maps on which seﬁ“ives)
forecasts were based (and not of the forecasts thems®
shows this to be true only in a very limited degreﬁbrtef
would appear from Wangenheim’s study that for 8- ..
periods up to 2 weeks the forecasts are considerably be 0l

Pl
3 These factors also play an important role in Baur’s method of forecasting d
elsowhere in this volume.

GENERAL REMARKS ON MULTANOVSKI'S METHOD OF FORECASTING
By H. C. WIiLLETT

The methods of the Russian school of long-range
weather forecasting, as developed by Multanovski and
his associates and the essential features of which are
outlined above, are open to a number of criticisms. Of
course, it must be remembered that synoptic methods of
weather forecasting inevitably must be shaped more or
less specifically for the region in which they are to be
applied. Consequently one must always be careful in
criticising such methods as applied to one region on the
basis of experience in another region. Nevertheless, in
the light of general synoptic practice and experience, the
following remarks on Multanovski’s methods would seem
to be much to the point:

(1) The lack of any clear definition of the prevailing
weather types or synoptic conditions by the composite
maps. It is obvious from the irregularity of atmospheric
phenomensa that the composite map must become more
complex, so that the regions in which only high or only
low pressure centers shall have occurred must become
continually smaller the longer the period which is covered.
This appears in the recognition by Multanovski that sea-
sonal composite maps are much more complex than those
covering only one “natural” period. But even a simple
composite map, one which covers a comparatively short
period in which the distribution and movement of the
various pressure centers changes but little, can give only
an inadequate picture of the distribution of the meteor-
ological elements. We can get widely varying meteoro-
logical conditions over extensive regions with almost the
same distribution of surface pressure centers. Especially
is the distribution of rainfall difficult to determine with
any accuracy from a consideration only of location and
movement of the various pressure centers at the ground.

(2) The difficulty of distinguishing clearly between
weather types, or of terminating definitely the mnatural
period characterized by one weather type. This whole
concept of definite weather types and corresponding
periods is one which is quite subjective and arbitrary,
especially when only surface pressure formations, and the
lesser migratory as well as the larger semipermanent
centers of action, are included in the picture. It may be
possible to characterize to some degree large scale weather
types on the basis of location and intensity of the principal
centers of action, but it is impracticable to try to refine
this sort of representation to the extent which Multanovski
does.

(3) The occurrence of preliminary “phase’” character-
istics preceding the appearance of specific meteorological
phenomena in definite regions. The most impractical of
any of the features of Multanovski’s forecast methods is

< 1ontilY
doubtless that by which he claims to be able to lde;ltb&m
characteristic formations in the pressure field, 11 cem 30
regions, features which make their appearance frorwnt
to 35 days before the development of certain 1mP°ma11y
weather phenomena in other regions, and which noF {me:
repeat themselves four or five times in the meﬁnienoa
This principle is so contrary to all synoptic experenon
that it can only be explained as a subjective phen? . sos
dependent entirely on favorable individual interpr®
of the preceding and subsequent events. . The
(4) Indefiniteness of forecasts and verificationS o
actual forecasts, for periods from a few days % o 1
months ahead, depend upon the persistence or ogio%!
mination and change of the weather type in each T g8 12
on the extrapolation of the movement of the ”rechaf’
which a given type prevails, and upon those phﬁsevelop‘
acteristics which are supposed to presage the de B
ment of certain phenomens in definite regions: Such”’
scarcely to be expected that forecasts prepared O © st
basis could be very successful. Yet for 178 f"rriﬁoﬁ‘
issued between 1928 and 1930 there is claimed & Ve for
tion of 89 percent for precipitation and 75 percé Lifies”
temperature forecasts. The reason for the high.v}f' 0
tion is to be found in the wide limits included Wit owed
temperature forecasts, and the latitude which 18 B pat 8
in the verification of precipitation. It is certai? eoiﬂbly
rigid check of these forecasts would give apP’
poorer results than those quoted above.
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TRODUCTION TO REPORTS ON VARIATIONS OF THE SOLAR CONSTANT AS A FACTOR
IN LONG-RANGE WEATHER FORECASTING

By Larry F. Page

4 .
Soniashort historical summary of the work of the Smith-
Weathe Strophysical Observatory relating to long-range
the folf fo}‘ecasting may be of interest in connection with
tanngg reports on its investigations of the solar
& Voly, A complete account may be found in the sev-
tory ' Ues of the Annals of the Astrophysical Observa-
T}’léj ublished by the Smithsonian Institution.
Do) st observatory was constructed in 1890. Its
fOreCas‘t’. timate usefulness toward long-range weather
Wrote <& Was suggested as early as 1892 when Langley

stit,{lgzlgle report of the Secretary of the Smithsonian

&

{’{fuld?gixi“’e that the knowledge (of how the sun affects the earth)
cae Yearg ¢ fa scientific basis for meteorology and enable us to predict

pr“S_eg, and £00d or bad harvests, so far as these depend on natural
ezletion yft ‘}k’e afe still very far from being able to make such a
0
})eguﬁegi)pts to measure the total radiation of the sun were
Ber gt I&Ut 1900 in Washington, D. C., and a few years
&ttelnpt ount Wilson, in California. Probably the first
those in to correlate variations in the solar constant with
Astroph the weather was published by Langley in the
Qe Wsical Journal for June 1904, Variations of as
;" ich Seqr, percent had been found in the solar radiation,
h{ln o fmed to Langley and Abbot to be much greater
Videne Ssible errors of instruments or methods. Later
magxﬁt‘f’e O‘Yetver, shows that no real variation of this
et exis S. .
?]&ytoween 1910 and 1920 several investigators, including
s Yelaf; ctowski, Helland-Hansen and Nansen studied
tﬂd varil On between measurements of the solar constant
U thooUs weather factors. Although Clayton found
g seasse relations were different for different stations
Ons, he was led to believe that “the fluctuations

(of temperature at Buenos Aires) from mean conditions
* % % may depend principally upon the variability of
the sun.”

The first weather forecasts directly associated with the
work of the Astrophysical Observatory were made experi-
mentally by Clayton beginning in the fall of 1923, on the
basis of solar-constant measurements. Forecasts were
made 3, 4, 5, and 27 days in advance, but only the first
three indicated any reafr foreknowledge of the weather.
More general weekly and monthly forecasts were later
made. This phase was discontinued as part of the Smith-
sonian program at the end of 1925.

- Especially during the late twenties, studies were made of
eriodicities in the solar constant. These were used for
orecasting the subsequent variation of the solar constant,
but not publicly, at least, for weather forecasting, although
similar periodicities were claimed in weather data. Fur-
ther connection between solar radiation and weather was
studied in the ‘“patterns” of weather following certain
solar changes. These two phases of the work are dis-
cussed in the third part of this report.!

Throughout the years since 1900 increasing accuracy
has been attained in measurements of the solar constant.
Before the Astrophysical Observatory entered the field it
was known only that the mean radiation probably lay
between 1.5 and 4.0 calories per square centimeter per
minute. The most recent published results limit the
range to 1.93 to 1.95, a notable achievement of ingenuity,
resourcefulness and patience against great odds. The
first two parts of the following report deal with the
accuracy of these measurements.

1 Some of the conclusions mag) be compared with those obtained by M, M. Paran!

jpe
{Q.J. R. M. 8., 64:450-478 (1938)), in an eutlrely independent investigation. (Reply to
the above by Abbot was published in Q. J. R. M. 8., 65:215-236 (1939).
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I. METHOD OF DERIVATION OF SOLAR CONSTANT

The solar constant is the energy from the sun that would
reach a square centimeter of srea normal to it at the earth’s
mean distance from it in each minute if there were no
atmosphere. It is a measure of the rate at which heat is
given off by the sun. The amount of heat received by a
small area can be measured directly by means of a pyrheli-
ometer, but as the measurements are necessarily taken
through a portion of the atmosphere, they do not represent
the whole amount of heat given off by the sun that reaches
the outside of the atmosphere. The correction for loss of
heat by absorption and scattering in the atmosphere pre-
sents the great problem in deriving a solar constant.
There are two methods used for making this correction,
the “long” and the “short’”’ methods. -

A..THE LONG METHOD'

The long' method requires observations of the solar in-

tensity of each wave length of radiation at several effective

thicknesses of atmosphere. The intensity of each wave

length outside the atmosphere is extrapolated from these

observations. The method takes about 2% hours, and
assumes that the atmosphere remains uniform over this
period of time. The long method requires two observing
instruments, the pyrheliometer and the spectrobolometer.
The pyrheliometer measures the total radiation reaching
the instrument, and the spectrobolometer determines the
relative energy in each wave length.

B. THE SHORT METHOD

In the short method the atmospheric depletion of the
solar radiation of each wave length is estimated from a
determination of the brightness of the sky near the sun,
and from the amount of water vapor in the air. The
method is secondary in that the determination of atmo-
spheric opacit{; is not absolute, but depends upon a com-
parison with the average results of a large number of days

»
of long-method observation. The short-method Obiei’?;ly
tions can be completed in 10 minutes, and so are relat"""
independent of atmospheric changes. . ents:

The short method requires three observing mstl‘unilnteu-
The pyrheliometer is used as before to get the total upb
sity of radiation at the surface of the earth. The & ater”
of water vapor is determined from the area of VXrOb .
vapor absorption band as determined by the spec’ s
lometer. The brightness of the sky near the §
measured by use of a pyranometer.

II. INSTRUMENTAL AND OBSERVATIONAL ERROBS :

. . the

An attempt will be made to give an account Oidipg
possible sources of error in the instruments and 1 rfe thes®
them, and to give an estimate of the magnitude © gatis’
errors. Such estimates are not expected to be‘&ss pub
factory as estimates based on comparative reading, e
they will be useful in showing what order of ma! elati‘."’

of errors is to be reasonably expected. Only * oly ¥
errors will be considered, as we are interested O
changes of the solar constant.
A. PYRHELIOMETER ‘
ack’

The pyrheliometer consists essentially of a small bletef'
ened silver disk in contact with a mercury thermo 0 an0
The disk is exposed to the sun’s rays for a short tnp end”
the rate of rise of its temperature is determined PY “pe
ing the thermometer at definite time intervals: o
rate of rise of temperature is proportional to the rienﬂY
which the surface receives heat. The disk is sufli® fro®®
insulated so that it receives appreciable heat .on{' g’
the radiation of the sun and the sky immediat® yeutﬂl
rounding 'it. It is fortunate that this'is the IFundaible to
instrument used, for its simplicity makes it pos®
evaluate almost all possible errors. : e %

1. Cooling correction.—The method of observi®e gtrd”
follows: The outside cover is removed from the, res?’
ment. Twenty seconds later the temperature 11 ttel i
After 100 seconds it is read again, as T, The SPpftef
then opened, exposing the disk to the sun’s rﬂYS'Secoﬂj
20 seconds the temperature T is read and 100 od 8
later the temperature 7,. The shutter is now Gloss 1&'095
after 20 seconds 7} is read. One hundred seco™ o0
T, is read. The temperature differences T 57k Jos¢®
T2— T, give a measure of the rate at which the di Th"‘;
heat before and after the exposure to the sul. . f the
average is taken as the average rate of loss of heffhus 4
disk during the time it was exposed to the sun. T~ T: s)*
corrected temperature rise for 100 seconds is (44 ﬁlid
(To— T+ (T\—T)) Y

2

The question arises as t0 how
(T5—To)+ (11— Tz)’ is.
2

this temperature correction,

(98)
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A .

fllncé%ugh plot of the temperature of the silver disk as.a
. The ln of time during an observation is given in figure 1.
h‘le&rl 088 of heat of the disk by radiation will be nearly
Furé‘dg Telated to its temperature so long as its tempera-
ingy S not differ materially from that of its surround-
be ong @ best cooling correction to apply, then, would
the 1, Corresponding to its rate of cooling when it is at
P berature midway between Ty and Tj, that is, at

== X

~= L4
2

Some gy
T + er temperature

Bt Tt Ty

Ohyy
(Vgll-ous from the
b P, 51).1
(vol, o ¢ has made a study of the effect of this, and states
&llnost’ D. 73) that every result’ would be increased by
f“yco(ﬂ?x&ctly 1 percent if the correct method of allowing
the 'olng were used. As relative values only are wanted,
i;lg‘ 9T¢ convenient cooling correction is used. Accord-

The cooling correction used corresponds
T [ 2]
That this temperature is lower is

to
determined by

graph, figure 1, drawn from real data

iﬁt(;otdhe results of Abbot’s tests, then, no relative error
2. mauced here. . ' ;
Ulygy gmpemture correction.—The heat capacity of the
iy, lisk changes with temperature, so that the same
telnpe'r of heat applied to the disk will produce differing
The &rature rises depending on its initial temperature.
o the > Of the diaphragm that limits the cross section
{ Wpep, et&m hitting the disk necessarily varies in size with
h_e’ 08‘ ure, due to thermal expansion. The bore of the
Wﬂlthemet?r stem will also vary with temperature, as
to the Slf diation emitted by the disk through the opening
?&kes "ty - The combination of these temperature effects
tupg 14 Necessary to apply a correction for the tempera-
3 ® instrument. The correction is given (in vol.

83.0.0011 (7—30°) R. This is a correction of

0?{' 51)
Yo 2 Teent per degree centigrade, and is determined by
tSeemsson of instruments of different temperatures.
g’ld Cort 0 me that this figure must be more or less inexact
lgures alnly can not be exact beyond the given significant
ee&sp : The‘refore‘ we can assume a probable error of at
trl'or Whl Percent per degree centigrade due to this, an
ve”l.Dera tch 1s systematic with the temperature. A yearly
t&paﬁb nure variation of 20° C. would produce a probable
hlas °°1‘1‘ec(t)~,foonly 0.1 percent due to the uncertainty of
(t]herngmfwmity of calibration of thermometer scale.—The
19 yleters ysed are marked with equal divisions to
L"lth &.st?n the stem and then calibrated by comparison
tllllt' the u&I}dard: The absolute values are not important,
‘ e'thern?IfOlety of calibration is, We can assume that
d,‘i. i Oleters are calibrated all right. )
N Dyr{acﬁ of silver disk.—There is little about a silver
o 2e, "y lometer to cause it to change its reading with
Iifitermin ¢ essential constants of an_ instrument that
of tting t‘ilts reading are: The size of the diaphragm ad-
he disle beam of sunlight, the nature of the surface
StWaen . the mass of the disk, the thermal connection
g Derg e disk and the thermometer, and the scale of
tip, b, &lfe of the thermometer. Barring major ac-
dlinle o, tOf the above elements will remain constant in
Te;l:‘. I tPS }{):ﬁgmpi the natilre of tfhe tslurfag: of bt;"he silveé'
2 gy » e nearly perfectly absorbing an

Vsioq) *Nicey
o) “ica]
o], 2, lgo‘gbse,‘},‘gg; omitting the name of the publication are to Annals of the Astro-
i vol, g ly' Smithsonian Institution. Dates are as follows:’ Vol. 1, 1900;
» 1913; vol. 4, 1922; vol. 5, 1932.

The surfaces are prepared by painting with lampblack
suspended in shellac. References made to occasions when
a complete cleaning and reblackening was tried are as
follows: Volume 2, page 76: Pyrheliometer IV, after 6
months occasional use, was cleaned (of dust) and resmoked,
and read 0.7 percent higher. Volume 3, page 51: A
copper disk several times cleaned and reblackened,
“shows no evidence of changes as great as 1 percent.”
Volume 5, page 134: Reinsertion of thermometer and
reblackening of silver disk gave 0.92 percent lower reading
to S. I.17. If it were not for dust, a surface once put on
probably would not change much, say less than 0.1 per-
cent. But as Abbot says, volume 2, page 76: “Despite
all care which can be taken, dust collects on the smoked
surfaces and in time diminishes their absorbing power.”

18
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240 360

FIGURE 1.—Approximate variation of temperature of silver disk with time.

References to the effects of removal of dust are numer-
ous. Volume 2, page 76: Pyrheliometer II, having been
unfortunately left open in the laboratory in the winter
months, was freed from dust by vigorous blowing (Sep-
tember 9, 1906), and found to read 1.4 percent higher.
At Mount Montezuma (vol. 5, p. 86), the pyrheliometers
in daily use were discovered to be dusty on April 24, 1924.
The dust was removed and a 2.8 percent rise in readings
was noted. After this, observers were warned to be care-
ful to close the shutters of their instruments and to brush
off the silver disks with fine camel’s hair brushes occasion-
ally, and to make frequent comparisons with the standards
held in reserve. ‘““Whenever appreciable corrections for
dust seemed indicated, which fortunately wis rarely,
they were made as accurately as possible.”

At Table Mountain (vol. 5, p. 139) dust was removed
from S. I. 32 after May 31, 1927, giving about a 1.9
percent rise. Removal of dust from A. P. O. 10 gave
about a 0.5 percent rise in readings. These were dusted
frequently since then. S : o

It is probable that except for the noted dust corrections,
the changes due to dust are small. Frequent comparisons
with carefully preserved standards indicate this. Thus,

table 20, volume 5, page 134, shows the comparisons of

the standard with one of the pyrheliometers in daily use
at Montezuma from 1919 to 1930. (The years when
dust accumulated, December 1922 to March 1924, had
no comparisons, as the director, Aldrich, did not know
of the presence of the standard instrument.) The stand-
drd deviation of 32 average ratios of the regularly used
instrument to the standard is only 0.214 percent, indicat-
ing that large changes did not ordinarily take place. .

5. Effect of region of sky observed.—The pyrheliometer
has a “vestibule’” which limits the area of the sky ob-
served by the instrument. The beam of sunlight is limited
to an area less than that of the silver disk, but each point
of the silver disk can “see’’ or receive light from a region
of the sky about the sun. Figure 2 illustrates this.



100

Thus the pyrheliometer reads high by the amount of
radiation that the sky scatters in its direction. If the
scattering power, or haziness of the atmosphere were
constant, the readings of the pyrheliometer would still
be proportional to intensity of the sun for a given zenith
distance of the sun. But the haziness varies between
wide limits, and readings of the pyrheliometer on days of
different haziness are not comparable if the scattered
radiation from the sky is appreciable.

Abbot has several times tried to show that the effect
of the sky light was negligible. In volume 3, page 51,
he says: “As to the effect of variations of the light of the
sky, it might seem that since the pyrheliometer 1s exposed
to 80° of solid angle, of which the sun occupies only about
0.2°, the sky light might be quite considerable. To test
this question a screen which limited the solid angle to 5°
was fixed to one instrument, and another instrument
with the usual arrangements was compared with it at
Washington. No alteration of the relative readings due

Region of sky giving
light to silver disk

FIGURE 2,—Region of sky obscrved by pyrheliometer,

to the use of the screen could be found on a very clear
day. On another day, less clear, a change of readings of
about 0.5 percent was found. On a very poor day the
effect may reach 1 or even 2 percent. On Mount Wilson
the sky is so clear that its effect would be negligible.”

Referring to these tests in volume 5, page 82, he says:
“At the time these tests were made we did not expect to
observe the solar constant on such hazy days as those
sometimes employed at Harqua Hala, nor did we regard
errors of 0.5 percent as important, so that the results
%eqlﬁed to be fully reassuring that the sky error is neg-

gl e.}’

New tests were made. At Harqua Hala two instru-
ments were compared, one with the usual 0.0046 hemi-
sphere of the sky exposed and the other with a special
vestibule of 0.00027 hemisphere. The day chosen,
February 4, 1925, was noted as “extremely hazy, so
much so as to be exceptional.” From the comparison it
was shown that the reduction of 0.0046 to 0.00027 hemi-
spheres diminished the reading 2.44 percent.

At Montezuma, on a ‘‘very hazy day,” March 24, 1925,
a comparison was made between two pyrheliometers, both
when one of them had the 0.0046 hemisphere aperture
and when it had only a 0.00054 hemisphere all)lerture. A
difference of only 0.2 percent was noted. I have calcu-
lated the probable error of this difference to be 0.14 per-

o
cent, assuming the probable error of a single ,PY.rh g&d
meter reading is 0.3 percent. Abbot says: “It 18 lt’znths
possible that a small sky error, amounting to a few posst i
of 1 percent, may affect Montezuma pyrheliom® tion®
very hazy days. * * * The system of correceﬁm,
which the statistical studies had fixed must tend t©
inate the errors, if any, due to sky effect.” Jum?
The vestibules of the pyrheliometers at Mont® were
were unchanged, while those at Table Mountf%mheres-
changed to give an effective sky area of 0.0004 hemlSPhemi‘
The new pyrheliometers (1930) expose 0.0013
spheres. fro®
In volume 5, page 84, Abbot attempts to shoW. :pla.
some results of Angstrom that the sky effect is neg dgfroxﬂ
Angstrém measured the total sky radiation to ar prise:
a b%ackened strip at noon and before and after 5"yt
The blackened strip, being a perfect radiator, rﬁ'on ité
energy to the sky at all times, depending only spond’
temperature. The sky radiates back energy corr® > the?
ing to its temperature, but being effectively cold® jos
the strip, it radiates much less, so that there is & % ed
of heat of the strip at night. During the day 5¢* bt
sunlight also tends to heat the strip, and at noon & "0
gain of heat of the strip was noticed, amounting direct‘
calories per square centimeter per minute. (11" e f
sun’s rays were shaded.) Abbot takes this differe ip t0
scattered solar radiation minus radiation by thelsulg,wd
calculate the sky effect. The sky effect so c& %er pef
comes out to be 0.005 calories per square centim® metefk
minute or 0.25 percent in an ordinary pyrhel.lotion‘,’
This procedure is entirely erroneous, as the radi® j i
the silver disk depends only on its temperaturé hi,ch
entirely independent of the nature of the sky t})n with
it radiates. Furthermore, its variation of rttdlﬁt’oe atur?
temperature is already taken care of in the temPﬁerence
correction of the pyrheliometer. Taking the di i n0%"
between the net raﬁatien of the sky at night and ’?es
as measured by gstréom, which is 0.27 Cﬁlonulatlo.n
square centimeter per minute, the same Cﬁloe cent’
reveals the sky effect to be 0.02 calories per Squarnswﬂt'
meter per minute or 1 percent of the solar cooub the
This estimate is a little low because the region & the slllz
sun, which scatters most light, is shielded bY 5,
shade. However this may ge compensated bY
that the observations of Angstrém were taken 01
hazy day’ at an altitude o% only 1,300 meters 0%
Bassour in Algeria. 95) ¥4
Dorno (Monthly Weather Review 53, 519 (19 ats tho
vol. 5, p. 84) shows from photometric measurel,nere,,se:’11
on clear days at high altitudes the apparent 1% fof
solar brightness by visible sky rays entering the
of silver disk Eyrheliome,ter (used at Montezum“for o
till 1930) is about 1% percent. He states that, onside
radiation of all wave lengths, the effect would be © 9
ably less, but not negligible. ’
razier, Masek, and Guilhen (Comptes B ont 82
644 (1934)) compare two pyrheliometers of differ we®s
ture and find that there is a systematic differenc® jast0
their readings, depending on the atmospheric tr&?ng (1'.92
coefficient, which is a measure of the sky scat'teﬂcﬁtwﬂ;o
the less transparent the sky, the greater is the 8 thet i
of light by the sky.) The ratio of the readings ohere 6159
pyrheliometers was found to be 0.822--0.13 yés
the atmospheric transmission coefficient.
indicate that there is a sky effect.
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I .
Worilfv Possible to calculate from some of Abbot's own
Volumg at the magnitude of the sky effect will be. In
Dente of?” Page 145, Abbot gives an account of measure-
Whitne the sky brightness near the sun, made on Mount
ing Darg’ on a day of “sky of highest excellence.” Copy-
of his table 51, page 147, we have:

The last line gives the ratio of the effect of each zone
to the total solar intensity, and is a measure of the “sky
effect’’ for that zone. These are plotted in the lower
curve on figure 3 and extrapolated to the edge of the sun.

The extrapolation gives 0.58 percent in the zone up
to 1.5° from the sun. Adding this to the intensity from

1.4 j T : I T
.2 - {__ \x 1190 -
-: Upper curve=Mount Wilson results (sun’s altitude =24°10°)
: Lowercurve= Mount Whitney results (excellent sky)
B ' Area undercurve gives percent sky effect N
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F1aurE 3.—Extrapolation of sky effect to solar disk.
§
B tagey the other zones, we get 0.579-0.3260.2344-0.169-+0.139
R&;hﬂ“ﬁgrakg"é{g‘;ggé&} ............ 2 3 4 5 ¢ ==1.4 percent, as the sky effect for a pyrheliometer which
Bk of Slar g Sun's brighgairation | 1 o0l Ls| oes| ome views 0.0046 hemispheres, as those used at Calama do.
Lofinegs® 0 Bomyjg(CoEre0s)..... .. Lezb|25ss|ssts|ssat| &el  When the tests of sky effect mentioned above were made
Xig=§ Qivideg pS Wooooo | s4s| 248 1m| 1ar) 212 at Calama, the difference between two vestibules l())f
e eoen (=106 | e | oozse | oo | o | .oz 0.0046 and 0.00054 hemisphere exposure was found to ‘;
0.2 percent30.14 (probable error). At an aperture o




102

0.00054 hemisphere the results at Mount Whitney indicate
that a sky effect of about 0.7 percent, or one-haif of the
total sky effect at 0.0046 hemispheres aperture, still
exists. Thus the experiment at Calama only measured
one-half of the total sky effect, and the probable error
is sufficiently large that possibﬂit{ of a sky effect of 1
percent is not unlikely. The results at Mount Whitney
should be comparable to those at Montezuma, as Mount
Whitney is about 15,000 feet high and Montezuma is
9,000 feet.

Similar tests were made by Abbot at Mount Wilson,
reported in the Astrophysical Journal, 28, 129 (1914).
The results are shown in the upper curve of figure 3.
They give a sky effect of 4.3 percent for the usual pyrhelio-
meter. These results were taken at a solar altitude of
24° 10, and the indications are that they would be re-
duced by a factor of 3 at an altitude of 65° of the sun,
that is, to 1.43 percent.

Calculations from Angstrém’s results, the results of
Dorno, and calculations from Abbot’s own results all
indicate that a sky effect of 1 percent is probable on a
hazy day at Montezuma. The vestibules used at Table
Mountain exposing 0.0004 hemispheres are seen from
figure 3 to have still one-third of the sky effect at 0.0046
hemispheres, while the new pyrheliometer, viewing 0.0013
?emispheres, have two-thirds the sky effect of the old
orm.

This sky effect that I estimate to be about 1 percent
at Montezuma means that at high sun the scattered light
from the sky about the sun contributes 1 percent to the
total reading of the pyrheliometer. So long as the sky
effect is constant, it will not affect the changes of solar
constant observed. However, it varies a great deal with
changes of atmospheric transparency, increasing as the
atmospheric transparency diminishes. This effect pro-
vides one means by which derived solar constant values
can be related to terrestrial phenomena.

6. Reflection from ‘parts of westibule.—No errors are
noted for this in connection with the pyrheliometer,
though a big error is noted for the pyranometer from a
shiny vestibule, an error of 20 percent. In the case of the
pyranometer the direct sun is excluded and the radiation
of the sky observed. Any reflection of the relatively
much brighter sun is, then, likely to cause a big error
in the pyranometer. In the pyrheliometer the relative
errors are likely to be much less, and as none are noted,
we can probably assume that they are small or absent.

7. Errors in pointing the instrument.—At Table Moun-
tain it was found in 1930 (vol. 5, p. 251) that solar constant
values were running 0.4 percent lower by tests of selected
pyrheliometry. “It was suspected that the pyrhelio-
meters might be pointing unfavorably.” One can only
guess as to whether slight errors of this kind might have
occurred at other times.

8. Errors in reading the time.—In taking a pyrhelio-

metric observation, ordinary errors will occur in reading
the temperature gmd in determining the time for each
temperature reading. Before 1925, individual watches
were used to determine the time for readings. In addition
to the natural error due to human limitations in reading
the time, the eccentricities of the second hands of the
watches used introduce error. Volume 4, page 92: “If two
observers make a series of comparisons between two
pyrheliometers, and then interchange instruments and
make another series, almost 1 percent difference between
the two series is sometimes caused by the eccentricity of
their watch bands if this is neglected,” and ‘It oecurs

is

that in some watches 0.3 seconds, or 0.3 percent error ”
introduced by eccentricity.” s 05 0

In volume 5, page 81, Abbot says, “As eccentricit! tioB
watch hands are apt to change, and as the determln.&ﬁro-
of this is not altogether accurate or very easy, Wo '92‘5,”
duced a new and better method of observing in oD
The new method of timing makes use of a h&lf'seululﬂ
pendulum. By means of a mercury contact, the pel Jock:
electrically operates the escapement of an alarm chaﬂ
The clock has its gearing altered so that the minut® volt”
revolves every 10 seconds, and rings a be]l at each T®
tion. The readings are taken at the sound of t I
escapement. The actual timing of this arrangement Siﬂble-
be very accurate, with only human errors appreC rre"t
I estimate that the probable error in getting the 09025
time before 1925 to be 0.2 second, and after 1 0C05”
approximately +£0.1 second. These estimates 8T% o . 0
sarily unsatisfactory, but it will be illuminating laminﬁ'
see how big an error in a single pyrheliometric deter” .
tion is to be expected with errors of this size in the % otor

9. Errors in reading the temperature.—The thermo ange
are marked to the nearest tenth degree in a 65° U~ dggree-
The readings are estimated to a hundredth of & ay 10
The instructions furnished with the instruments si olf-
read hundredths of a degree first, then the degre® 40 8
It seems reasonable to take a probable error of 0- wou!
a minimum probable observational error. 15 dred
mean that 60 percent of the time the nearest hu 2
of a degree is read, and that less than 1 out of 10 I®
is off by as much as & hundredth of a degree. (vol' 5y

10. Personal equation.—It was noted in 1929 heli%”
p. 137) that some observers consistently read the pyfmﬁde
meters higher than others. Comparisons Wer® i the
between 14 observers of the period 1920-30 &% {ho
“percent personal equation” calculated for each- " wo
table of ‘“personal equations relative to the me&t’ With‘
find values from —0.29 percent to --0.13 perce™ :Abbo?
an average without regard to sign of 0.107 percen Jume
says about this personal error, on page 138, Votiolls t0
“After reflection we decided not to apply corré® mﬂll‘
eliminate these personal equations. They are &°4 eb
Excepting in the cases of Aldrich, Baughman, an* 4 the
they are hardly appreciable and perhaps not bey% g 8
varlability of the personal equations themselves: ' gop#
as concerns short period solar variations, the pchaﬂgg
equations, even if real, will comparatively seldo™ ¢ . ot
the result, because the general practice has beel 5 favfﬂ':
observer to read for many days consecutively. 1dom 7,
they affect the monthly mean values, they will S:Jl v pa’
of 1mportance because the observers will gener monbhi
been exchanged during so long an interval as ¥ is00
which tends to reduce the error.” These so-called fcept. y
errors are probably of very little importance, ‘;’ re@dlﬂg
indicating that the assumed probable errors ©
time and temperature are not too small. - readiM g
" 11. Total observational error of @ pyrheliometer 76734
In the following estimate of observational errorsé e %
assumed that on the average a 3° rise of tempe:hat )
the pyrheliometer is noted in 100 seconds, and orre’
cooling correction is applied, giving a total ©
rise of 4° C, This is a fair assumption.

o

Time errors g the
. . iml 1.
Assuming a 0.1 second probable error m mnthis 5
probable error in the cooling correction due

01 10 V2_ 0010 C.

100 vz
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- I the 30 1ige it 15—

%%x3°><¢§=4§><0.003°

- |
( her‘?fore the probable error due to time is—
0 T
o 0L} 50,003 = /0.000019=0.00436° C.—0.109 per-
R of 8 40 yige, ) ' :

te, '-1;1"’.9 assume a probable error of 0.2 second in de-
oy, g the time, the error due to this is twice the
% 0r 0.00872° C.=0.218 percent. .

Temperature errors :
1/2X0.004°__

Py
“Tobable error in cooling correction is _—‘1/5—

0.0()40. .
Pr ) : :
;b&ble error in 3° rise is 0.004°X+/2.
frefore the temperature reading error is

09
% 04)213(0.004) — +/0.000048=0.00693° = 0.173 per-
Nt of 8 40 C

corrected rise.
Total errors

s |
0-()048;l Ming s P. E. of 0.1 second in reading time and of
® by, 111: temperature, we have for the probable error of

“UTellometer reading:

B . ‘ ,
B~ /0.000048 70.000019=0.008153° C.=0.204

0 fag 5 ' percent '

011155%-3econd probable error is assumed, this-becomes

. or 0.278 percent.

Crrop fop T that these figures give the lower limits of

ulj ht - @ good observer. It does not take into account

§9rre'cti%rr0rs due to inexattness of the temperature

ilsk; brn or due to slight amounts of dust on the silver

fan to slight errors in pointing the instrument,

; Abboltlc _oceur. '

dP‘OIn fct glves several estimates of the probable error

I Ual tests. In the instructions for use of a silver

;;isdrpyrhehometer, page 52, volume 3, Abbot says:
0

W :3%:;_(18 accidental error of observation, persons of
o lh g prl%,h't and experience in observing appear to read
&llln" Il%0 able error, for a single determination, at high
umf)st ; exceeding 0.3 percent. * * * It seems
- Ually ncredible that this degree of accuracy should
sgo ee attained, but comparisons of instruments by
¥ coy I'vers simultaneously, if made under excellent
Mln v lltlons, so indicate.” o
UnIlne 4, page 162, Abbot gives.a probable error at
b ta take & and compares it to Mount Wilson. ‘“From
W%j een o) * * at Montezuma, Chile, in 1921,
fh ¢h gz V@f disk pyrheliometers S. I. 30 and S. I.'29,
is ey insty ally employed there, the average deviation of
oh 0, pUments (also read at high sun 1 minute apart)
Se.rVatioercent' Whence the probable error of one
n non one silver disk pyrheliometer is approxi-
tely 984 0.34
V%I.‘lparis% to variation of the sky in 1 minute.” Similar
1N Wn of 2 copper disk pyrheliometers at Mount
mlﬁeren% as 0.37 percent. It seems to me that this
g ;° I8 rather big, in view of a statement of Abbot’s

Sy, uPrgeltréige zur Geophysik 16, 344 (1927). He

eliev

or 0.20 percent, including the probable

essor Marvin’s diagram shows less scatter at

Calama (in solar constant values) than ever was reached
at Mount Wilson, but this improvement was not, so far
as I know, because of any superiority of instruments or of
observing at Calama. It depended rather on better sky
conditions.” That the test at Calama was made from
selected data, or else that the effect of changing sky is
enormous in as short a time as 1 minute, is indicated by
using the comparisons of the same 2 pyrheliometers from

‘July 1917 to March 1918, volume 4, page 91 of the Annals.

From 20 comparisons Abbot gets a probable error in
ratio of 0.13 percent. . From this, the probable error of a

w%;#:mu percent, much

single determination is
larger than the 0. 20 percent obtained at Calama.

In answer to the criticism of Linke, Abbot gives a
complete set of (only) 10 observations on page 136,
volume 5. The ratio of readings of pyrheliometers No.
29 and No. 17 was determined by 2 observers, changing
instruments after 5 readings. I calculate the standard
deviation (from the general mean) of the ratio to be o=

%% percent. From this the probable error of a éingle
0.528

determination is calculated to be P. E.=1—0—1§5X0.6745><

1 —
V2. o .
on April 24, 1928 (after the introduction of the new timing
system), and are said to be “‘usual, not specially selected
results.” ; , B

If the so-called personal equation is eliminated in this
series by calculating the dispersion of each set of five
readings about its own mean, the probable error is only
reduced to 0.23 percent. The personal equation between
the two men calculates to be 0.344-0.10 percent. .

Table 24, page 140, volume 5, gives .a table of 110
ratios of pyrheliometer readings taken in Washington from
1917 to 1930. The average number of comparisons 1s 8.9
for each ratio, and Abbot gives the average probable
error of the ratios as 0.18 percent. This gives for the
average probable error of a single pyrheliometer reading

+/8.9¢0.18
Np)

many pyrheliometers, and includes slight errors of dust,
etc., that might occur from time to time. It should be
noted that in almost all of these comparisons, one of the
pyrheliometers of the pair was new. '
Perhaps the best idea of the actual probable error of a
single pyrheliometer measurement as they are made in
the field is to be obtained from table 20, page 134, volume.
5. This table gives the comparisons made from 1919 to
1930 between one of the regularly used pyrheliometers at
Montezuma with the standard mmstrument. Each ratio
of the 2 readings is the result of “about’” 10 readings of
each instrument. The standard deviation of the ratios
is 0.214 percent, whence the probable error of & single

0.6745 X 0.214 Xv/10 _ 303
V2

percent. The same result is obtained if we use only the

data from 1926 to 1930, indicating that the change I

method of timing did not affect the accuracy much. The

various results above are summarized in the followmg

table.

0.24740. 026 percent. These readings were taken

=0.38 percent. This figure is an average for

pyrheliometei‘ reading is
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Probable error of
single pyrheliometer

Method: reading, percent
1. Estimate by me (observational errors only). 0. 204 to 0. 278
2. Abbot, from tests, excellent sky conditions
(2 U R 0.3
3. Abbot, 29-80, Calama, 1921 ___ .. ___.._ 0. 20
4. 29-30, probably Washington, 1917-18___._ 0. 41
5. Abbot, copper disk pyrheliometer, Mount
Wilson, 1920 . o o ool 0. 37
6. Test at Montezuma, 17-29, 1928_________. 0. 2474+ 0.026
7. All pyrheliometers, Washington, 1917-30___ 0. 38
8. 17-29, Montezuma, 1919-30 or 1926-30_.__ 0. 323

From these results I consider the best estimate of the
probable error due to accidental observational errors only
of a single reading to be given by No. 6, about 0.25 percent
(¢=0.37 percent). For a probable error suitable to use for
longer intervals of time than a few days, I consider the
best estimate to be about 0.32 percent (¢=0.474 percent)
at Montezuma. From the difference between these two
estimates, it seems that the probable error to be expected
from variations of dust and pointing from time to time
is about 0.2 percent. The above figures are for ‘high
sun and excellent sky conditions.” It is inferred that at
low sun the errors are perhaps greater.

B. PYRANOMETER

The pyranometer is used to get the intensity of scattered
light from the sky, from which estimates are made of the
sky transparency. The pyranometer used at Harqua
Hala and Table Mountain, and at Montezuma since
January 1923, exposed a region of the sky 29° in diameter
and hides a section in the middle 7° in diameter to shade
off the sun. The light goes through a glass screen and
impinges on 2 blackened manganin strips, one 10 times
as thick as the other. The temperature difference
between the 2 is measured by a platinum-tellurium
thermocouple. The radiation heating causes a different
temperature rise between the 2 because of their different
size. Later the same difference of temperature is pro-
duced by heating the 2 strips with identical amounts of
heat caused by an electric current. The amount of
electrical energy needed to do this, which can be measured,
is then the same as the energy of radiation received by
the strips.

According to Abbot, it takes 20 percent error in the
pyranometer reading to make a 1 percent error in the
derived solar constant value. Therefore, although the
errors in pyranometry are much greater than those in
pyrheliometry, they are relatively less important, and I
will not consider them in great detail.

1. Effect of radiation from strip and glass cover—Before
the cover is removed exposing the strip to the sky, there is
temperature equilibrium inside the instrument, so that
all parts are at the same temperature and are giving off
as much heat in long wave radiation as they receive.
When the cover or shutter is removed, this equilibrium is
disturbed, as the exposed sky is at a lower effective tem-
perature than the instrument. Consequently the glass
cover receives less radiation than it formerly did, and still

iving off the same amount, its temperature is lowered.

he glass is opaque to this long wave radiation, so that
the radiation balance of the manganin strips is affected
only by the cooling of the glass cover. This cooling takes
time, so that if the readings are taken rapidly, this dis-
turbance of radiation balance will little affect the result.
Abbot (vol. 4, p. 76) estimates the error due to this as 0.6
percent. As this error will be of the same sign and will
tend to be constant, it will affect changes of solar constant
values very little.

r

As regards the scattered sunlight which the pyranom‘zww

is designed to measure, the glass cover is transpﬂrennin
most of this short wave radiation, while the mang?
strips will absorb it nearly perfectly. . of
2. Accidental observational errors—In any readln% Py
the pyranometer, there are two readings of the g‘:l be
nometer and one of the ammeter, each of which ¢®%y,
read to a probable error of about 0.25 percent. pable
galvanometer reading enters as a_square, the pro ot
observational error is about ~/4X0.25=0.5 Pper’ b

After errors of instruments are added in, the total P¥ tor
able error of a single reading is still probably not gfreon]y
than 1 percent. This would introduce an error © lmost
0.05 percent in solar constant values, and is &
negligible. g n0f

3. Polish on vestibule—However, an error that W% and
negligible occurred at Table Mountain from 1927-25 %4y
might have occurred to a lesser extent elsewher® . i
error which could not be traced was noted to star athf‘t‘
August 1927, and it was not until September 192.n ab
it was discovered that a shiny vestibule was caus ected
least most of the error. The shiny vestibule ¢ oale?
direct sunlight onto the manganin strips. The 1y of
lated error reached 22.5 percent. After a discov® ;8
the source of error and reYainting of the vestibu e\i $ai?
percent correction was still ap])hed to Table MO con”
pyranometer values to give solar constant valuesof this
parable to those of Montezuma. As to how muo® 4, t0
reflection error occurs at other times it is 1mp05516rc ob
estimate. As noted above, it takes about 20 P%
error in pyranometry to give a 1 percent error
constant.

C. BOLOMETRY ERRORS

b
The spectrobolometer is an instrument to measuf‘;un’s
spectral distribution of the solar energy. st
rays are reflected from a mirror through a slit to & ‘I;]ight
where the beam is dispersed into a spectrum. ot &
from a particular point in the spectrum passes thr e%ect
slit to a blackened platinum strip. The heatl_ﬂgn the
of the impinging rays is measured by determin* taton?
change in resistance of the strip by means of a whe? aped”
bridge arrangement. The various portions of th?n the
trum are passed over the platinum strip by Wmhectioﬂ
prism. At the same time, the galvanometer (zle d,on%
(proportional to the resistance change) is recor g octr®
moving photographic plate. Thus curves 01.%, ghe
energy distribution are obtained, the abscissae glvthe 1w
wave length of the radiation and the ordinates .
tensity. )
They latest discussion of errors of spect',rob"logfl the
made by Abbot is in volume 4, page 162. Som®
errors he mentioned are: )
1. Change of sensitiveness of apparatus durind i
servation.—This error is now very small. " W?és
2. Change of reflection of mirror with angle @ and 1
dust.—The mirror is dusted before every run detect?
change of reflection with angle has not been | g8
with certainty. There is a possible, but prob® r
error here. g 25
3. Imperfect following of the sun.—Abbot Sa%,’n’g"s 0
* ook Vgit our ordinary care in following, ©’ydly
great as 1 percent in bolometric response weré ater o8
occur several times in a single bolograph.
is now being practiced.” or lb,
4. Changes of sensitiveness with temperalu® pe PO
cllx)zlmges of the earth’s magnetic field are said
able.

-

the o
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bols(') Inequalities of the galvanometer scale.—Successive
metgr"saPhs are taken with a shift of one to two centi-
ove In zero point of the galvanometer scale, so that
“seldonneSSes will introduce errors. These inequalities
Wou, dm exceed 2 percent on the length of the scale,” and
any |, not introduce more than, say, % percent error in
Olograph.
than easuring ordinates.—The average ordinate is less
ably centimeters. As Abbot says: ‘‘One cannot reason-
ey Ope the probable error of a single ordinate measure-
gmphils less than 1 percent.” In determining a bolo-
: ¢ area, if all measurements were independent, one

Woulq 1 .
get a probable error of T percent, if 38 places

Wep .

&re: (Iineasur_ed. Abbot guesses the probable error in an

0.2 perztergnlnation due to ordinate measurement to be
ent,

the'bDeterminam'on of band areas.—Abbot estimates that

Dergg areas are measured with a probable error of 1.5
the, alrlt The band areas range from 8 to 25 percent of
Cupy, C88 Temaining after their removal from the smooth

to 03 areas. Therefore these errors will cause from 0.12
8"y Dercent probable error in the total area. )

g ¢ Orrection factors.—Two pyrheliometric observations
Tegtj oD simultaneously with each bolograph. A cor-
areq . 18ctor is determined for each bolograph to make its
tioy Proportional to the observed pffrheliometrlc observa-
O podunmy of the above errors will tend to be eliminated
COrrectl.lced by these correction factors. However, the

1on factors have in them the pyrheliometric error

W0 observations, which may be taken as 925 _o.18
Peregn, V2
QurQeAre"' of energy curve outside atmosphere.—The energy
SXtrg, Outside the atmosphere is gotten by a process of
gy O8tion. Each of the 6 bolographs made during a
B the o 18 divided into 38 vertical sections. The ordinate
the o ‘enter of each section is taken as proportional to

Weiol T in that section. The sum of the ordinates,
represG according to the width of the section, then,
The »outs the total area of the curve, or the total energy.

fmml’tresent practice is to measure the ordinates directly
the N N bolographic curve, except in the infrared, where
Ee&ks e measured to & smooth line passing through the
andg O the curve and extending over the absorption
Suryq ‘thr ormerly (vol. 4) they were measured to a smooth
8 My oughout the spectrum. Each measured ordinate
the Sellplged by a predetermined factor to correct it for
bolg eect“’e transmission of the optical system of the
they, m er.  All the ordinates of any one bolograph are
N(,_ Ultiplied by a correction factor as described under
th&ine:f ove. The final corrected ordinates are thus
Teg ongd; We shall call ¥, the corrected ordinate cor-
gr ingg S t0 the wave length X.  The logarithms of these
l°lograe1&re plotted against the air masses at which each
l?g&rithgm was taken. For any one wave length these
o5t ¢ plots should determine a straight line. The

g;l(lil_lesg?{ght line is passed through the points and the

1 ingtg 0g ¥\ at m=0 is taken as the logarithm of the
khe 8ty of that wave length for the energy curve outside
» O%phere, We will call this extrapolated ordinate

T, :
b (mi% Uation of the best straight line is: log »m=a+-
tre detary Where 7 is the mean air mass used. « and b
fImined hy-

a=log yy=mean value of log yx

L log 1) (m—7)}
Em’—-% =Zm?)

By comparison with the theoretical equation, log ==
log ka+m log a), where ay is the atmospheric transmission
coefficient for the wave length A, we see that log ha=
a—b m and that b=log ax.

We shall now see how random errors in the corrected
ordinates 3, affect the atmospheric transmission coeffi-
cient a», the individual extrapolated ordinates hy, and the
total computed area outside the atmosphere, Zha.

Let oy=the standard deviation of the distribution of
errors of logy #. This will be 0.0043Xthe standard

deviation, ¢, of the percentage errors in . Or
conversely, ¢,=230.3 o).

The standard error in « is —19/—%; where n is the number of
bolographs taken.

The standard error of b is Vi—(———rz—)‘ﬁ—)—z

Atmospheric transmisston coefficients

Since b=log ax, this last expression is also the standard
error of log a,.
If o, =standard percent error of ax—

o)
ear=230 (Std. error of log a)\)=230 —'\/—E(—ﬁi

230
= (0.0043
TEGa—r 048X
or
S R
NV m—m)
Extrapolated ordinates

Since log hx=a—b T, the standard error of log hy is—

2 2 Y
Ay B L R S S Zm
Vol F ey \/ n T z(m-my"”\/ nEmi— (Tm)?
The percent standard error of hy is then—

Zm?
0’;.)‘=2300x\/—1i'w—_(2—7n7§

TOTAL OUTSIDE AREA

. As the total outside area is 2 b », the percent error of A
is—

GA=EIZ;"\/E’L7\20'7.)2 :
A Y =m?
=230\/2* f]ﬁ) ‘“2<n2m2—— (Em)z)'

There are two methods available for estimating ox. One
is to measure directly the deviations of the observed
values of log ¥ from the best straight line passed through
them. If there are n points determining the line, then

_Z(6 log )

the best estimate of oy is from ol=—F—"5"" where

the & log y’s are the measured deviations. On page
166, Volume 4, are given the percentage departures of the
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y’s from their straight line plots of the observations at
Calama, Chile, for August 1, 1919. I have converted
these back to deviations in logy, ¥, as that is how they
were measured, and calculated on from them, All
ordinates will not have the same percent standard devia-~
tion, as they are not of the same length. Since oy is
proportional to the percent error, it-also will not be the
same for all ordinates. For the ordinates from places

20 log 1)?

T5(n—g) = 0.00316,

-5 to -14, inclusive, I find m:\/

corresponding to- a percent standard deviation of 0.73
percent in the ordinates. These are the largest measured
ordinates and should give the minimum standard devia-
tion. For places —16 to —23, inclusive, 0,=0.00619, or
on» =143 percent. For places +3 to —4), inclusive,
0=0.0162, or o\ =3.72 percent. Taking all ordinates
lumped together, ¢,=0.00964, or ¢,=2.22 percent. As
these errors enter into the total area weighted by the
length of the ordinate, the smallest of these standard
deviations will be weighted the most.

We can get another estimate of o) if we can get an
estimate of the percent error of @), the atmospheric
transmission coeflicient, for the two were shown to be
related by—

(2
VE(m—m)*

The values of a) are given for various wave lengths for
each day that the long method of computation was used.
It will be safe to assume, I think, that except for accidental
errors of the kind we wish to evaluate, the ratio of atmos-
pheric transmission coefficients for two neighboring ordi-
nates will bear a constant ratio to each other, except for
a slight trend of their ratio depending on their magnitude.
The deviations from a regression line of ratio on magni-
tude will give a measure of the accidental errors of
measurement of the transmission coefficients.

=230

Calling the sum of ax;+ax,=s, and the ratio -Z—:-:—}-—n we

can calculate the standard deviation o, of the ratios from
a straight line relation with s as follows:

2
1 (Esr—lzszr>
27‘2—5(27')2——————2——-———

Esz—-l-(zs)"’

n—2

For the 59 long method values for June-August, 1919,
the value of o, obtained is 0,=:0.491 percent.

Now this value is a combination of the independent
errors in two neighboring atmospheric transmission co-
efficients. Denoting the standard deviation of these
independent errors by o;, we have o¢,=+/2¢; or
0,=0.347 percent. There are two reasons for believing
that the total error of two neighboring atmospheric
transimission coefficients will not be independent. In the
first place, such errors asnonuniformity of the galvanom-
eter scale and imperfect following of the sun are likely
to be carried through a fairly large region of the spectrum,
so that the errors of nearby ordinates are not independent
for this reason. Secondly, the method of measurement
at this time (1919) was to pass a smooth curve through
the bolograph trace and to measure to this smoothed

. the
curve. The main error of measurement then Wﬂiccu,

placing of the line, measurements to it being fairly ¢ha
rate. If a line is in error at one point, it is probable ‘b
it will be in error in the same sense at a neighboring PO,

Of late the measurements of ordinates through0®’ .,
large part of the spectrum have been made direct fY ¢he
the original bolographic trace, eliminating the last 0%,
two reasons for dependence of neighboring ordinates & 47
above. I have calculated the value of o, for the gtb
atmospheric transmission coefficients of wave 161111111“'
0.621 » and 0.499 y given for the year 1930 at Montez! =,
These wave lengths are in the part of the spectl'ug:)lof
which the measurements are made directly to the 7
graphic curve. I get 0,=0.643 percent and a consed"
o of 0.455 percent. hic

To get the standard error of individual bolograP™
ordinates from this we use—

U,zw/E(m—-—;n—)za,

e
For an average day atCalama for June-August, 1919’151310
factor +/Z(m—m)? was 2.42. For an average day © DS
it was 2.85. Use of these factors gives the follo
values of oy, ¢4, and o,

ottt oyl

Percent | Percent )P ’5?"33

Calama, July-August, 1918._________________ 0r=0491 | o¢=0.347 (A) o=
Montezuma, 1030 ... _______Z 1 1.1 or=0.643 | 0y=0.455 __(B/
(4

)

To summarize, the two figures in the last columg'hic
the standard deviations of the errors in the bolog 1o 10
ordinates that are not carried over from one Oydlréafor g
the neighboring one. The value (4) was obtain® arve:
time when measurements were made to a smoothed ¢ ol
The only carry over of errors in (B) is the instruf® o 10
one, These are to be compared with the valué iops
all accidental errors, obtained above from the dQ"l}f’t;ﬁne
log y for the longer ordinates from the best strali mined
plots against m for August 1, 1919. The value 28 )y
was o,=0.73 percent. This value is not Slgnlﬁcn:fol,'
different from " (4) but is less than (B). The 187 n”
this is perhaps that August 1, 1919, was an “‘ex¢®
day, as explained below. 7

Total area of bolographic curve outside atmosphert:
the table of departures of log y from straight-I29 st
given for August 1, 1919, at Calama, we can ¢ do
the standard error of the total area of the curve Of thﬂt
the atmosphere for that day. The bolometry oe day®
day was graded ‘“‘excellent.”  There were only ﬁz 919
that were marked “excellent” in July and Augus% .,de
out of 16 days of long-method observation. Ast 60 the
is determined ‘“mainly from the approxima‘olono) it '
logarithmic plots to straight lines” (vol. 4, p. 13 cent ¢
apparent that August 1 is one of the best 30 Perrror we
days as far as lack of errors go. To get the total @

use: .
=3 h)‘ : 2 E_m_2/)'
04 230’\/2)\(%) U)\_(nzmz_ (zm)z

The values of m used are taken from table 28, pag®

. 0
volume 4. The weights L were calculated from ©
=hy mb

11, and columns 2 and 3, table 58, page 203, Volﬁle o
Using these values I get the standard errof of Jves
trapolated area to be ¢,=0.311 percent. Th1stg1 thr
probable accidental error of P. E.=0.21 percel o1 fo
area of the solar-energy curve outside the atmosP

August 1, 1919, one of the better days there.

o
ot

123:



107

%E(E,llﬁpp sedly by a similar method Abbot comes to the
Calg, Slon. (vol, 4, p. 167), “For long-method values at
Solay e& we find a probable error of 0.12 percent for the
hateq 1 05taNt caused by errors of the bolographic ordi-
Dercen ¢ 1s seems unreasonable in view of the 0.21
dayg, calculated above, applying to one of the best

F
Abb(:)rt&.d&Y.(September 20, 1914) at Mount Wilson
bol()meg;"eS, in volume 4, page 340, a series of actual

torg N I readings, together with the transmission fac-
Rear] 0d the pyrheliometry correcting factors, so- that
day_y Complete calculations can be carried out for this

Usyg) dor’ the last 6 bolographs, corresponding to a

Sy, 8y’s run, I have calculated by least squares the

Straigh the deviations of the ordinates from the best

BaST e L0 logsrithmic plots for each of the 38 places
ed on the bolographs. The formula used was:

2(s log y)*==(log y)*— (2 log 1)*

2
Zm log y—;li(zm) (Z log 1)1

1
2__ 2
=m n(Zm)

ok
gﬂtlf,m § the same calculation as above for total error we
Stap, A&\'0-2443 percent and P. E.=0.165 percent, for the
gy, .cr error and probable error of the area of the bolo-

le&sgurve outside the atmosphere, if it were calculated
Stryeq;  Squares  This does not include the errors of con-
Sept, flélg the graphs and reading off the ordinates Ex-
Valye T the last fact, this is in good agreement with the
Drob&blllsed by Abbot for Mount Wilson. He uses a
1914 ® error of 0.17 percent. This day, September 20,
Sropg Was considered ‘“‘excellent” as far as bolometric
d&y 1 1%0. It is reasonable to assume that for an average
lthe grg gher error is to be expected. Also itis certain that
fagt g Dalcal method will yield greater errors than the
for j:79are method. A comparison of the P. E. found
Seng oung . 0-165 percent, and of the P. E. of 0.21 per-
method d for an excellent day at Calama by the graphical
bo the o 20Ws a difference that might reasonably be due
Yo t&keg}‘aphlcill errors. It will be simple and reasonable
the atr. OF the probable error of bolographic area outside
E‘I{ld of O8phere g value of 0.20 percent for excellent days
£.28 Toq ul percent for an average day for either station.
l()r 193¢ ts on the atmospheric transmission coefficients
e ngy, SeeM to indicate that the errors at least are no
In &dé.and may be more.

STrgp o CLtion' to this error, the long method includes the
;"Prors e average of two pyrheliometer readings and the
Teateq 1‘;%650 changing atmospheric transparency, to be

11, .
SOURCES OF LRROR IN THEORY AND METHOD
A. INFRARED CORRECTION

)
gllrve O?Hectrobobmeter indicates the spectral energy
hi346 i Y between the wave lengths 2.5 microns and
U8t o Tons,  Qutside of these limits the sun’s energy
gra«phj 8timated and added to the area under the bolo-
F(} ¢ Curve

I the o ) )
IlleIlts Inh: Infrared, the estimate is made from measure-

gﬁism. e at Mount Wilson in 1922 with a rock salt
b ® bBolog, © Infrared correction is given as a percent of
wercent aphic area from 2.5 to 0.704 microns. The

tep» BXen varies with the amount of “precipitable
amounts to about 2 percent of the total

bolographic area outside the atmosphere. The correction
is probably not very accurate, but as it is a percentage
correction inaccuracies in it will not affect variations of
the solar. constant. :

B. ULTRAVIOLET CORRECTION

The ultraviolet correction is based on the average of two
solar energy spectra, one assumed from a 6,000° black
body radiation and the other one as determined experi-
merntally. The ultraviolet corrections determined from
these differ by a factor of nearly two, so that their average
cannot be regarded as accurate. The correction is taken
as a certain percent of the area of the spectrobolograph
included between the wave lengths of 0.346 microns and
0.704 microns, the percent depending upon. the air mass
and the atmospheric transmission coefficient (table at top
of p. 109, vol. 5). The correction taken amounts to 3.44
percent of the solar energy at zero air mass, i. e., outside
the atmosphere. The probable error of this, in the sense
of being the error that is as likely to be exceeded as not, is
about 1 percent (of the total solar energy). Provided
that the method of applying the correction is correct, the
error will not introduce errors in the variability of the sun,
as it is a percentage correction.

However, there is evidence that if the sun is not con-
stant, most of the variation occurs in the ultraviolet.
Abbot has plotted the ratio of each bolographic ordinate
on days of high calculated solar constant to the corre-
sponding ordinate on days of low solar constant value.
The resulting ratios are p{otted as a function of the wave
length of the ordinate, and a plot is shown on page 29 of
volume 5. (The same graph is shown in vol. 80, No. 2,
and vol. 77, No. 5, of the Smithsonian Miscellaneous
Collection. The latter reference gives the best explana-
tion of the curves.) It is to be seen that days of high
values of the solar constant have more radiation in the
ultraviolet than days of low solar constant. Correspond-
ing to a 2.3 percent increase in observed solar constant,
in the mean there is a 30 percent increase of radiation of
wave length 0.35u, a 20 percent increase of radiation of
wave length 0.385u, a 10 percent increase of radiation of
wave length 0.44u, a 5 percent increase of radiation of
wave length 0.5z, and no increase of wave length longer
than 0.7u. :

The curve O, for Montezuma short interval fluctuations,
does not show such a large increase in the ultraviolet,
and shows more in the shorter visible wave lengths,
though the fluctuations are such as to make the course of
the curve indeterminate. '

Abbot has used this spectral variation of solar intensity
as evidence for the reality of the solar variations. How-
ever, I do not find this evidence convincing. In the first
place, if the reported variations of solar constant were
actually due to changes in atmospheric conditions affect-
ing the measurements, most of the variation would be in
the ultraviolet, just as is found experimentally. The
reason for this is that the effect of the atmosphere in
depleting the solar radiation is much more severe in the
violet and ultraviolet. If there is any correlation between
atmospheric_transparency and solar intensity, the varia-
tion of solar intensity produced by a change of atmospheric
transparency must be most pronounced In the violet and
ultraviolet, because the atmospheric transparency .goes
through the widest variations in this region. In the fol-
lowing table, in the column marked A are given the per-
cent variations found at the various wave lengths corre-
sponding to a drop of 2.3 percent in S. C. observed at
Harqua Hala in 1922, B gives very roughly the fraction
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of the total solar energy of a given wave length absorbed
in the atmosphere, at air mass 1.5. It is seén that the
larger the effect of the atmosphere the greater is the change
of measured solar intensity.

A A B
Percent
30 0.47
20 .38
10 .26
5 .19
Q .07

Instead of considering the large variation in the ultra-
violet as corroborative evidence of real solar variability,
one could take it as evidence that the drop of 1922 was
largely due to atmospheric changes,

n support of the reality of the large variations in the
ultraviolet, Abbot cites the work of Pettit.? (Astro-
physical Journal 75, 185 (1932).) Pettit measures, by
means of a thermocouple, the ratio of the solar energy
transmitted by a silver film to that transmitted by a gold
film. The gold film transmits a band in the green, while
the silver transmits a narrow band from 0.31x to 0.33u
in the ultraviolet. Large variations in the ratio are found,
the extreme values in the 7-year period 1924-31 being
0.95 and 1.57 on an arbitrary scale. Since the green light
is shown to be nearly constant by Abbot’s work, variations
in the ratio are to be attributed to variations in the ultra-
violet. The extreme range is then 50 percent of the mean
value. A daily variability of 5 percent was reported.

The monthly curve of Pettit’s ratios seems to show some
relation to a curve of sunspot numbers. This would again
suggest a relation to ozone, as the amount of ozone is
shown to be correlated somewhat with sunspot numbers.
In any case, Pettit’s curve shows little correlation to the
solar constant curve of Abbot, and therefore cannot be
taken as evidence of the reality of the reported solar
variations.

Bernheimer (Monthly Weather Review 67, 412, 1929)
analysed the first 2 years of Pettit’s work and casts some
doubt upon its validity. He points out the decided
seasonal march of measured ultraviolet radiation and
compares it to a curve of atmospheric turbidity factors.
Hesays: “There is temptation to assume that the observed
changes in the ultraviolet do not take place in the sun,
but reflect processes in the earth’s atmosphere.”

Dobson (Proc. Roy. Soc. A 104, 252, 1923) made some
early studies of the variation of the sun’s ultraviolet.
His measurements were made photographically, the
pictures being taken through a silver screen. He got a
standard deviation of daily values of 30 percent, with
errors estimated at less' than 20 percent.” This would
leave a daily variability of solar ultraviolet of more than
20 percent, as compared to Pettit’s daily variability of 5
percent. The discrepancy indicates terrestrial influences
on one or both measurements.

These measurements on the ultraviolet indicate a
possibility (though not a certainty) that there are rela-
tively wide fluctuations in the sun’s intensity in the ultra-
violet region of wave lengths 0.31x to 0.33u. Abbot’s
measurements, which extend down to 0.346u, indicate
(p. 29, vol. 5) that if the measured solar variability exists,
most of it takes place in the violet end of the spectrum.

3 Since this paper was written, the following notice appeared in the Quarterly Bulletin
on solar activity of the International Astronomical Union, No. 45, Jan.~Mar., 1939: “The
intensity numbers for ultraviolet radiation will no longer be published in the Bulletin
either. Mr. Edison Pettit, who made these measurements, has written us on the sub{ect

a8 follows: ‘As the work has now covered a period of 15 years and seems to show only a
seasonal term due to atmospheric ozone we are discontinuing the observations.” ”’

e
The two results are compatible, though they Cﬂnnotdbib
explained by a temperature change of the sun. -
must be borne in mind that if the solar variability e
ured by Abbot is caused by variations of athSPb o i
quality, most of the observed variability would still
the violet. of it

However, if the solar variability is real and mOSgo
takes place in the violet and ultraviolet, then the met ang®
applying the ultraviolet correction will give too low & rall
to the recorded solar variability. A one percent ch %Z
in solar energy of wave length longer than 0.3464 ¥ "po
give no change in the part of the spectrum comprisiis,
longer wavelengths, and a 2 percent change in the ® o
wave length part down to 0.346u. The ultraviolet s
rection would be changed by 2 percent then, 8% ‘ipe
taken as 6.88 times the energy in the lower hall O 5.
spectrum. The change in the ultraviolet correctio® 4
plied would then be only 0.02}6.88=0.1376 perce™” . of
the total recorded variability would be 1.14 percefllume
the solar constant. Curve B of figure 1, page 29; V° 2464
5, indicates, however, that the ultraviolet beyon P
will change by 20 percent (at Harqua Hala) for & Onee rod)
cent recorded change in solar constant. Therefore th ¢ 10
change in the ultraviolet beyond 0.346u would amo'” ;4
3.44 times 1.14 times 0.20=0.78 percent of the sol&* 778
stant, and the real change of solar constant would ?°
percent instead of the 1.14 percent recorded. It 1‘20 the
then that if the solar variations are real and confine ¢ g0t

et

violet end of the spectrum, the recorded range Onge of
variation is only about 65 percent of the true I®
variation.? :
C. OZONE CORRECTION
00

The ozone of the atmosphere absorbs sunlight mbggrrp'
spectral regions. In the extreme ultraviolet the ”eﬁeots
tion is strong, but since sunlight is weak there, the p B
of varying amounts of ozone may not be import8l”. gk
the spectral region A=0.48u to N=0.63u there i8 & ¢ the
absorption band, but it is in the most intense regio® towl
spectrum. Variations of ozone here will affect quit"
solar energy received at the surface of the earl ¢ In
appreciably, by amounts up to more than 1 pef"e{; ;«yiﬂg
the extreme infrared there is a third band. tant §
amounts of ozone will not affect the solar conS™ gech
obtained by the long or bolometric method, but ectiqﬂs
the short method directly. For this reason, €or™ pplled
are determined for the amount of ozone and are accord}
to the short method values at Table Mountain. . o ti0P ot
ing to Abbot (vol. 5, p. 125): “Fortunately the V8™ ,up
atmospheric ozone at the receiving station O, ",egh”
Montezuma, Chile, is so small that the error ¥ jues
gible.”” No correction is applied to Montezum® ;
for this reason. rese®

The determination of the amount of ozon gsphere
depends upon the relative absorption of the at™ IZZL
for two nearby wavelengths. Dobson, P. R. S ““Iyte?
467 (1929), measures photographically the relatl"/o'3035
sity of wave lengths in the ultraviolet, about A= a0P
and A=0.325u. The former of these is in the Sfﬂ"’lf1 T
absorption band, while the latter is nearly out O 4iv®”

The ozone is measured by Dobson in units of the all 6%
lent thickness that the ozone would have if it Weren ten},
centrated in one pure layer at normal pressure a3 ceﬂ"i;1
perature. The values found range around Y- .gt

1
meter. The probable error of one measuré o 185 o
———————— n 0
3 Since this paper was written, solar constant values are being ;evlsgﬂt"me vatl
similar considerations arrived at independently by Abbot, assuming
in the ultraviclet represent solar changes.
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Eﬁfope by Dobson is 0.005 centimeter. At Arosa (Swiss
0 0083) the change throughout the dey is often less than
: centimeter.

Obson says:

T .
fronil € {daily) values for Montezuma are not given as the changes

thejy day to day are so small that it is not possible to be sure of
tropicre.ahtY- * * * The long double journey through the
exceS; is definitely harmful to the photographic plates, and the
the wlve dryness and warmth caused appreciable distortion of
Bugh rof_den spectrograph. For these reasons one would not place
a8 g ¢liance on the accuracy of the results obtained at Montezuma

e re ose obtained in Europe. This, however, cannot invalidate
algy BiSult that the ozone is extremely constant there. There are
Bt&tiongns of a curious small diurnal variation not found at other
tach g 8Z’Whlch makes it difficult to assign accurate mean values to

N(;I“rhe monthly values he gives for Montezuma, from
0.905™ber 1996 to October 1927, are 0.223, 0.218, 0.212,
0995’ 0.215, 0.210, 0.209, 0.213, 0.216, 0.224, 0.222,
Mete, This shows a range of from 0.208 to 0.225 centi-
CarbOf ozone, as measured by Dobson.
1997) annes and Du Fay (J. d Phys. et le Rad. 8, 353,
logay: calculate the amount of ozone by plotting the
detemt}-lms of the atmospheric transmission coefficients as
inVer ned by the Smithsonian Institution against the
fron, © fourth power of the wave length. Departures
takena linear relation in the region 0.48s to 0.65u were
Dargy, 28 due to ozone absorption, and the amount of de-
OZOnere was converted into equivalent centimeters of
they ¢ For Montezuma, from July 1918 to July 1920
0.3% ound the amount of ozone nearly constant at about
serveentlmeter of ozone. There was no annual period ob-
Cengiy bUt_ the amount varies between extremes of 0.33
The 2eter in July 1918 to 0.26 centimeter in May 1919.
to beccf’rresponding variation at Mount Wilson was found
ot 010 8bout 0.24 to 0.36 centimeter of ozone.
81, NWIB’ of the Smithsonian Institution (Sm. M. C., vol.
the 0 11, 1929), uses the bolometer results to calculate
ang o0thly veriation of ozone. He says that Cabannes
o ay’s work is inaccurate, due to the use of values
mosphrr‘?%ed for water vapor and because changing at-
Dobsoel,‘c transmission affects their results. He criticises
Vapor 8 work, implying that a variation with water
of "oq) Or atmospheric pressure is introduced in the method
formulc‘ﬂ&tmn, and disagrees with the use of Bouger’s
OWil of extrapolation for the wave lengths Dobson uses.
eain S te Plots_ a, the atmospheric transmission coefficient,
% 8mq, the prismatic deviation. He gets a deviation from
Sm%t‘l’lth curve in the region of ozone absorption. If the
ang ;¢ Curve value is a, and the observed value is a,

the %=atmospheric transmission coefficient of ozone,
N g .2 .
a"“aﬁ If ¢ is the solar energy for the wave length

cohs' a .
i 'dered, then % ¢—energy absorbed by ozone. This
Qa,

8 a
Cy, \I(I)nmed over places 22, 24, and 26. “The accuracy
Ratiy,, °XCeed 1 part in 30" for a single day’s determi-
Foy}oSSuming no accidental error or changing ozone.
Oey Debﬁnds 8 wider variation in ozone content than

an co0son.  For 22 daily results at Table Mountain
Cent; 8raphically there is a standard deviation of 0.062
While over from a mean of 0.264 centimeter, by Fowle,
st%daro (i' 2 corresponding period Dobson’s values have a
0.291 e deviation of 0.0053 centimeter from a mean of
&hout leznt!meter. In other words, Fowle’s values have

k Owle times the daily variability that Dobson’s have.
Flergy, thglv?’s monthly values of ozone in terms of the
The vari at is absorbed from the sunlight at air mass 1.
Mount&;ﬁbﬂlty at Montezuma is less tﬁan that at Table

he mean annual difference from the maxi-

mum month to thé minimum month is 0.0021 calories at
air mass 1, or about 0.1 percent of the solar constant.
At air mass 2 it would be about 0.2 percent. In an earlier
paper by Fowle (Terr. Mag. and Atm. Elect. 33, 151
(1928)) a few individual values are plotted, indicating
that changes of this magnitude can occur in the course of
2 month or so.

The method used to correct short-method values at
Table Mountain is due to Abbot (vol. 5, p. 126). The
ratios of the bolographic ordinates of & single day to those
of a standard day are plotted against the prismatic devia-
tion of the ordinate. "These will be roughly on a straight
line except for the ozone region. Here the ratios will be
above or below the straight line according to whether
there is more or less ozone than on the standard day.
The deviations are measured for two ordinates and two
air masses, when possible. Assuming a standard error of
0.75 percent in determining a single bolographic ordinate,
the standard error of determination of the ozone correction
will be 0.07 percent of the solar constant. This will appear
as a direct error in the solar constant, assuming the cor-
rection factors to be right.

By a comparison with Dobson’s ozone values at Table
Mountsin it can be shown that the annual variation of
0.017 centimeter ozone measured by Dobson at Montezuma
corresponds to & fluctuation in solar constant values by
the short method due to ozone of about 0.09 percent. As
measured by Fowle it is about 0.2 percent, or possibly
more. The daily fluctuation of ozone is not given by
Dobson. The diurnal variation which he mentions might
possibly be due to a pressure effect.

Summary.—The uncertainty of determination of the
ozone correction at Table Mountain and at Harqua Hala
introduces a standard error, o, of at least 0.07 percent in
the daily short method values. An annual variation of
0.1 to 0.2 percent or more in monthly values of the solar
constant determined by the short method is to be ex-
pected at Montezuma due to lack of application of a cor-
rection for ozone. Changes of this magnitude can occur
from month to month.

oG yo

~——
—
106 ya o\
o\
! 1 1 1 1
0o 1 2 3 4 5
AIR MASS m

FIGURE 4.—~Method of extrapolation of intensities to zero air mass.

D. CHANGES IN ATMOSPHERIC TRANSPARENCY

The long or bolometric method of determining solar
constants depends upon observations extending over a
period of about 2% hours. Changes in atmospheric trans-
parency during this time will introduce error in the solar
constant. This effect has long been recognized. H.
Knox-Shaw considered its effect in some detail in 1915.
(Bulletin No. 17 of the Helwan Observatory, Cairo,
Egypt.) He concludes that “even if R (solar constant)
is really entirely constant, a progressive change In the
atmospheric transmission during the period, which is
such as not to destroy the linearity of the relationship
between log R, and m, if present on a sufficient number
of days, will cause a large negative correlation between R
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and a, and R will apparently vary owing to variations in
a.” How this comes about is as follows:

The intensity of sunlight of a given wave length at.the
outside of the atmosphere is determined by plotting the
logarithm of the intensity of that wave length at several
air masses against the air mass and extrapolating by
mesans of & straight line to zero air mass. Figure 4 illus-
trates the procedure. 7, is the intensity of the particular
wave length outside the atomsphere and the slope of the
line is log a,, where a) is the atmospheric transmission
coefficient for wave length A\. The slope of the line is
always negative, as lower intensities are measured at
higher air masses.  This gives a value of a) which is less
than one, unity corresponding to perfect transparency.

Now if we consider a single wave length and assume
that the solar energy does not change during the observa-
tion, the position of log y, will be fixed. If a value ¥; is

I I I T ] T

106 ygeoone
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FiGURE 5.—Error in extrapolation due to changing atmospheric transmission.

observed for the intensity at air mass 5 early in the morn-
ing, the line through log v, and log ¥; determines the atmo-
spheric transmission coefficient a; at that time. If the
atmospheric conditions do not change, all succeeding
logarithms of the observed intensities will lie on the line
of slope log a;. If, however, the atmosphere becomes less
transparent before the next observation is taken, the
logarithm of the observed intensity will lie below the line
of slope log a;, and with log y, will form a new line of
slope log ai, where a, is the atmospheric transmission
coefficient at the time of the observation at air mass 4.
If the transparency continues to decrease throughout the
morning, each value of log y will fall below its expected
position, and a series of observations such as those given
in the circles in figure 5 are obtained. When a straight
line is passed through them, and extrapolated to zero air
mass, it will give a value of log y,” below the true one, and
a low value of the solar constant will be reported for that
day.
%Tf we assume & constant rate of change of the atmos-
pheric transmission coefficient during the morning, for
small changes this will be a constant percentage change
in @ and consequently a constant rate of change of log a,
the slope of the line. If the time is measured from the
taking of the first bolograph at m=>5, and if k is the de-
crease in log ¢ per unit time, then the slope at any time=

log as—Fkt, and any ordinate is given by log y=I1og Yot
(log as—Ekt)ym. The deviation from tyhe %ige thr,ou%
log ¥, and log y; is —ktm. The approximate times 1%
air mass 5 to each air mass for September 20, 191% .
Mount Wilson are given at the bottom of the gl‘f’»Phthe
Figure 5, and the values of log ¥ to be expected 8t *~
various air masses for an arbitrary value of k are shO™'
It is to be seen that the values of log y obtained f?rht
constantly changing air transparency lie near to a stfé'z
line, and that the value of log y,’ obtained from this =
1s in bad error. Also the value of the atmospheric traf(l)r
mission coefficient recorded for that day Willp be 1n er,fme’
being higher than the transparency was at any i
during the morning. ’ pat

A brief investigation shows that it is in general true t )
a uniformly changing atmospheric transmission coeffict 7.
will give nearly a straight Iiine plot of values of Iog'or’
For a spot under the solar path, the time will be proP le
tional to the zenith angle ©. If ©;=the zenith ﬁﬂg5
for air mass 5, then the time measured from air M
will be—

t=¢(0;—0), where ¢ is a constant

but—
therefore

sec O=1m, or O==sec™m
t=c(sec~'5—sec™Im)
) —
If we use a series approximation for sec ~'m, We get
—e(soct5— Ty iy L o 13 .
t=c(sec™5~g+  t g Tozsmt )
~ : . . ¥
We now put this value of ¢ in the above equation for 108
with constantly changing @, namely: -
log y=log y,+ (log as;—~kt)m
and get—
log y=log ¥ +(log a 4—kc[sec”‘5—1+l+—1—+- . Dm
e s 2T m ' 6m?
or _
log y=log y,,+[log a,;——lcc(sec"5—§>]m~k0

—kc{ﬁ—}n—2+4—()37—ng+ ..... »
If we put—
log a5+/cc<12—r —sec“‘5)=log a’
and—
log y,—ke=log y,’
Then

4 S 1 3 }
log y=log y,'+m log e —kc{W+W+' o

i 108
i 1 3 ressi®
Except for the term ——kc[m—l-m-}—. .. } the exP™™" I

- . I3 » . 1
is linear in m and log y. This term is small ﬂngtﬁpﬁfst

approaches zero for large m. Thus for air mass decreﬁ'se
term of the correction becomes —ke/24. kis the decreﬂse
in log @ per unit time, or 0.0043 times the percent h angle
in @ per unit time. ¢ is the time for a unit zenit

. . 8
If the time is expressed in hours, c=§%=3.82 hours/* olF"

Then k¢=0.0165 times the percent decrease in @ P-f)rn to ¥
Therefore for m=2 the first term of the correct! ¥
straight line is 0.00069 in log y, or —0.16 perceli s
for a 1 percent decrease in @ per hour. For m=
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Ted
perggﬁg to —0.04 percent in y. Thus we see that if the
1S unig, change in atmotherlc transmission coefficient
Sxcepy, I%m, the values of log y will be on a straight line,
Atmog 1 0L Small deviations at low air mass. If the
wil] lig f_rlc transmission is decreasing, the values of log y
18 ingy, és lehtly below the line at low air mass, while if it
. We 8sing, they will be slightly above it.
Witroq See from the calculations above that the error
230><(1)1 ¢ed in Jog y, is —ke, or the percent error in y, is
The -0165=3.82 times the percent change of a per hour.
&verage value of log a for the day is— :

log a;+log a,.5_ log a;+log as—kt
2 - -2

=log q;— g—t =log a5—%kc{sec‘15—sec“1.5}

he .
°bserved value, log ¢/, is log a—l—kc{%——sec“%}

he error

10g e in log q is the difference log @’ minus the average

T the day. This difference is—

1
Fle{r—sec™'5—sec™1.5} =0.4657 k¢

the’l‘;cr;s 0.0165 times the percent decrease in a per hour,
the poror 10 log g is 0.4657 times 0.0165 or 0.00768 times
5 230 s_ent, change in @ per hour. The percent error of a’
decre mes the error in log @, or 1.74 times the percent
:Se In ¢ per hour.
z(‘Jlithse ﬁgUrqs are based on a tropical sun, where the
l&titud angle is equal to the hour angle. For higher
bec&uses: the error in the same air mass range is greater,
MOunte 8 longer time is involved. For example, at
Nagy 5 Wﬂs,on on September 20, 1914, the time from air
Equ&tort‘? air mass 1.5 was about 2% hours, while at the
ta)

o 1t is about 2 hours only. As average figures we
Wo_g 752
ber, | Yo a
frac'tiz‘ﬁrlfor the fractional error introduced in y, by a

18l change in a per hour.
arly, the average error in the measured a’ will be—

- -—2.18‘—312 per hour.

av

A . —t
at g glance at these two expressions will enable us to see?

¢, . .
Ehe re?}(;}-l(?t we must expect a negative correlation between
N h&nges ed

values of changes of solar constant and of;
Wepq

8sin of atmospheric transmission coefficient, as anj
%t%s hg  transmission will cause a low value of the!
he 8 &rerlc transmission coefficient and a high value of}
od Constant to be recorded. —
3t1110gphat‘? for 1925 were used to get the effect of changing
Stepm o CrIC transmission, as there are more long method
B“chednﬂtlons at Montezuma for this year than for any
°‘°efﬁcie§1g year. The apparent atmospheric transmission
SView bs for this year are given in Monthly Weather
?‘)t foun duPD_lement No. 27,1926, but the figures given were
the logari satisfactory for use. 'They were determined from
g‘lt}le Salthlnlc plots of the pyrheliometer readings, given
2t the e reference. A few trial plots indicated to me
o Sed Iy eterminations of the values of a given there were
Joy -"8ely on the lower air masses. A comparison with
th eren%ue,s calculi.),ted by least squares indicates not only
& foll S In magnitude but differences in daily changes, as
Wing series of 5 days shows:

0.911
. 920

Tabulated @--o o oo aaaean
Least SqUATeS @.. ..o oocooeana-

0.915
.024

0.901
.921

0.914
.929

0.013
.17

To get a measure of a that is closer to that actually used
in the calculation of solar constant, the transmission
cofficients for individual wave lengths were used. These
are given for 10 wave lengths in volume 5, page 172.
Each coefficient was weighted according to the intensity
of the radiation in that position and the width of the
spectral band that it represented. The weights arrived
at are as follows:

46 38 32 28 22 19 17 14 11 6
913 |1,666 (3,572 (3,410 |4,623 |5,724 {2,821 |2,643 (3,818 | 4,670

Weight. ...l

The sum of the weights is 33,830, and the general atmos-
pheric transmission coefficient was taken as:

2w
g=2002,
Wy

The correlation between the atmospheric transmission
coefficients and the values of solar constant given for the
100 days of 1925 is —0.0240.10 (=o¢), certainly not
significant. However, any real relation is masked by a

early change of atmospheric transmission coefficient of
f;rge amplitude.

The correlation between the 55 daily changes of atmos-
pheric transmission coefficient and the changes of solar
const)ant was found to be —0.483+0.104 (=standard
error). :

The root mean square daily difference of atmospheric
transmission coefficient was 0.504 percent. It is doubtful
if a fair estimate of the change in atmospheric transmission
taking place during a 2%-hour morning observation can
be obtained from this figure. For as H. Knox-Shaw says
(Bulletin of the Helwan Observatory No. 23, (1921)),
«x x * Tt would be surprising if the transmissive
power of the atmosphere did not suffer diurnal variation
as all other meteorological elements do.”

From an abstract (Monthly Weather Review 57, 412,
1929) of W. E. Bernheimer’s article on ‘“Radiation and
Temperature of the Sun” in the Handbuck der Astro-
physik, IV, 1929, we quote, “As cause (of the relation of
atmospheric transmission coefficients to solar constant)
there 1s pointed out the changing transparency of the air

{ during the individual series of bolometric readings as is

especially perceptible in the morning hours.”

Any diurnal effect of changing atmospheric transmission
such as this would not wholly be reflected in the day-to-day
differences in recorded atmospheric transmission coeffi-
cient. However, the two extreme figures can be set for
the effect of progressive changes from one day to the next
on the solar constant. Jor a minimum value we can
assume that the change is uniform and that the change for
1 hour is 1/24, or 0.0417 times the daily change, of 0.504
percent. Thus for a minimum root mean square hourly
change in ¢ we get 0.021 percent. ‘

If we assume that the change from day to day is made
up of many minute changes of positive and negative
character, then the change for a given length of time 1s
proportional to the square root of the time. Thus the
average hourly rate for a 2%-hour observation would be

g%)(\/ %;léx the daily change, or 0.0651 percent per 1101}1:
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The error in solar constant due to each of these rates is
gotten from an expression given above:

Wo__ 4.75%.

Yo a

The standard error in the long method solar constant cor-
responding to the first estimate of changing @ is 0.10 per-
cent, and to the second is 0.31 percent. That is, if we
neglect diurnal fluctuations of atmospheric transmission,
we can say that the standard error in long method solar
constant due to day-to-day changes of atmospheric trans-
mission lies between 0.10 percent and 0.31 percent.

By knowing the theoretical relation between the in-
crease in solar constant and the decrease in recorded
atmospheric transmission coefficient caused by a pro-
gressive increase in transmission, we can get from the
correlation coefficient an estimate of the fraction of the
variance of solar constant values that is due to changing
atmospheric conditions. For this purpose the values of
the solar constant and atmospheric transparency have
been grouped by months, and the departures from monthly
means correlated. This gives a measure that is more
independent of the wide yearly swings of atmospheric
transmission and gives a fair approximation to the relation
of daily changes.

The data were not grouped strictly by months, but
nearly so. They were grou{)ed so that consecutive daily
determinations should all fall in one group. The extreme
dates in each group are given below, together with the
number of observations in each group.

Jan.3-24________ . __ . ___________. 9
Feb. 17-Mar. 6. ____________________ 5
Mar. 11-18. ... 7
Mar. 23-Apr. 8 __ . ______________ 17
Apr. 13-23. L ___ 7
Apr. 30~June 3. ... __________ 20
June 16-July 3_ . ___________________ 14
July 13-Awg. 7_ . ___ 8
Sept. 7-30 - - - -~ 4
Oct. 8-30_ - e 4
Nov. 10-19_ . 2
Dec. 429 ... 2

The correlation of solar constant departures with
atmospheric transmission coefficient departures is r =
—0.3054:0.097, for the 99 usable values of 1925.

From the expressions derived above; i. e.—

8o

475
v, ~4.75a per hour

and

’
W _ —2.18 %a’ per hour

at

we see that if the negative correlation of solar constant
with atmospheric transmission is due to changing trans-
mission, then the ratio of a percent change in solar constant
to percent change in atmospheric transmission should

be—
—4.75

518 =—2.18

It is not possible to calculate an accurate value of the
ratio from the data, but it is possible to set limits and see
if the theoretical value falls between. If we assume no

sources of variation of solar constant other than that d::
to changing atmospheric transmission, then we g b
upper limit to the ratio, of percent change of solar 00}15?& is
to percent change of transmission. This upper I} 05
merely the inverse of the regression coeflicient of "m'i‘he
heric transmission on solar constant, and is 3.45. ab
ower limit is the regression coefficient of solar consf:;re
on atmospheric transmission, and assumes that tﬁecf,
are no variations of transmission not tending t0 27
the solar constant. The value of this lower limit is 0- the
It is seen that the theoretical value 2.18 lies well 1
region allowed by the rather wide limits. ing
If it is allowed that the mechanism cited above, Chﬂn%ant
atmospheric_transmission affecting both solar coPs
and recorded coefficient, is the only and true mech?'nion
causing the correlation of solar constant with transmi® 40
coefficient, then we can assume that 2.18 is the resl r?) 8
of percent change in solar constant corresponding thi
percent change in transmission coefficient. Knowing ond
we can express the variances of the solar constan he
transmission coefficient in comparable numbers; ..
percent variance of the transmission coefficient bi o
multiplied by (2.18)? to make it comparable to th®
the solar constant. . 116"
Now if the variance of the two quantities being cotion
lated are expressed in comparable units, the correl® t0
coefficient is the ratio of the variance that is comn!"nces
both quantities to the geometric mean of the var?
of the two quantities. If—— 05
V.=the variance common to solar constant and 7
mission, and
V,=variance of solar constant, and
V =variance of atomspheric transmission coefli
comparable units, then—

cient w

r= Ve
VV.V,
or
V. [V,
Vi '"VV,

1
That is, the fraction of the variance of the solar con-sgiiloﬂ
that is associated with changing atmospheric trans® 4y
is equal to the correlation coefficient times the ® o the
root, of the ratio of the variance of the transmissio® ﬂmble
variance of the solar constant, expressed in comP
units.

When this is done, we get—

Ve
Tf,——o'631

t 1)
This is to be interpreted as meaning that 63 Perc‘ﬁhod
the variance, or cause of deviation of the long “. d“‘;
solar constant values from their monthly mean$ s 0
to changing atmospheric transmission. Our esti’ gola
the square of the percent standard deviation ©
constant from monthly means is—

. . .
02=E(dev1at10ns) —0.2038
99—12 Jaf
0%,
63 percent of this is 0.1854, or the standard errof.s‘gon 8
constant due to changing atmospheric transi?
+/0.1854 or 0.4305 percent.
Of the three estimates of the standard error
method solar constant determination due t0

a
oo
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at . oL
Q_EOSPhenc transmission, 0.10 percent, 0.31 percent, and

as theel‘cent, I consider the latter to be most nearly right,
tion, Others do not include any effect of a diurnal varia-

- Epp
ECT OF A CHANGING BOLAR CONSTANT DURING A LONG METHOD
OBSERVATION

obsir:hq solar constant changes during a morning’s
Miggi, ation, an erroneous value of it and of the trans-
V&tionn coefficient will be recorded. If only two obser-
5op o oTe taken during a morning instead of the usual
in g0 the relations are easy to see, and are illustrated
gure 6,
an ltlls the value of the solar constant at air mass 5,
At 0 Slope of the solid line is the logarithm of the
Stans PReric transmission coeflicient, assumed to be con-
K, ;I‘h uring the morning the solar constant rises to
wil} dete observed intensities, at air masses 5 and 1.5,
2 valy eI'Ilf}me a straight line, the dashed one, that gives
Sithey e B’ for the solar constant that is higher than
ling dof the observed values. The slope of the dashed
etermines the recorded atmospheric transmission,
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'URE 6.—Error in extrapolation due to changing solar constant.
holch i -
Percen 1 be lower than the true value. If E, is 1

S higher than E,, then the observed E’ will be
3.5>< 1§1

43 percent higher than the lowest, or 0.93 per-

Ceng 1.
gher than the average value. The recorded

0 .
th SPheric transmission will be 3}-5=0.286 percent lower

an .
Chy gigxe true one. Thus for long method values, a
tion eg solar constant will produce 8 negative correla-
o : s‘;’:gn solar constant values and atmospheric

0 . )

) Wever, if intervening values between air masses
wldey ‘5 are taken, the sun will have to change at_a
served varying rate to keep the logarithms of the ob-
Solay c(:ntensmes on a straight line. For example, the
gs 1a, Estant would have to change at about 8 times
totwegy, ' e between air masses 5 and 4 as it would
Bo ho] 8Ir masses 2 and 1.5 for the linear relationship
“c'iessi{, his is because the time interval between
m&Iss. © alr mass values is shorter the higher the air

i
thag Wg&fg 7, an example is given of a logarithmic plot
lo Rifory, be obtained if the solar constant changed at
I;’gt}rit Tate from E; to E, during the morning. The
T‘ifltion l? of the observations are given as circles, their
8 tahle eing determined by the table at the bottom.

r0p°rtio 18 calculated from the fact that the change is

Dal to the time as measured from air mass 5.

No straight line plot will fit the data for the day, but the
best fit will give a high solar constant and a low trans-
mission as before as shown by the dashed line. A lowering
solar constant will reverse the situation.

F. ABILITY OF FUNCTION “F” TO GIVE AN ESTIMATE OF ATMOSPHERIC
) TRANSPARENCY

The short method depends on a determination of at-
mospheric transparency by one measurement each of
the brightness of the sky and of the atmospheric humidity.
These are determined from the pyranometer reading
and the bolometer curve. The water vapor content of
the atmosphere is determined by the depth of the water
vapor absorption bands in the solar spectrum. If p is
the ordinate in the middle of an absorption band and p,,
is the ordinate at that place of the smooth curve passed
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FI1GURE 7.—Extrapolation with uniformly increasing solar constant.

over the band and fitting the rest of the spectrum, then
97".% is a measure of the water vapor.
In the early short method work a function F was

defined as P-pr‘; where P is the pyranometer reading.

The atmospheric transmission coefficients are determined
from this on the assumption that the function uniquely
determines them. The physical basis for this is the fact
that the absorption of the atmosphere is due partly to
scattering on water vapor, air molecules, and dust. The
scattering by air molecules will be constant and therefore
will not have to be determined from day to day. The
pyranometer measures directly the scattered light, and
therefore is an index of scattering. Since the scattering
and absorption depend largely on the water vapor, its
measure is also a factor to be considered. However,
the use of the particular function of water vapor and dust
to determine uniquely the atmospheric transmission
coefficients does not seem to me to be fully justified. It
assumes that coefficients for all wave lengths vary for
the same causes, and that all causes of variation are
expressed in the function.

There is some evidence that this may not be so. In the
first place, any constituent of the atmosphere that selec-
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tively absorbs radiation, aside from water vapor, is not
taken care of. QOzone in particular will cause variation
in transmission throughout a wide spectral region, and
its effect will not be detected by either & measure of
water vapor or of sky brilliance. In fact, the sky will
tend to be less brilliant when there is more selective ab-
sorption, and decreasing sky brilliance is taken to be an
indication of less absorption. Furthermore, it does not
seem reasonable that all the factors determining atmos-
pheric absorption at one wave length should be the same
that determine the absorption for another wave length.
As Dobson says (Proc. Roy. Soc. A 104, 252, (1923)),
“One weak point seems to be that the values of a\ for all
different wave lengths are obtained from one observation
on white light, while it is not necessary that the trans-
parencies of light of all wave lengths should vary alike
from day to day.” In fact, Dobson got no relation be-
tween a measure of the ratio of sun brightness to sky
brightness based on white light and the atmospheric trans-
mission coefficient for A==0.32u in the extreme ultraviolet.

Some indication of the fallacy of calculating all trans-
mission coefficients from a measurement on white light is
to be obtained from Abbot’s published data. ~The experi-
mentally determined atmospheric transmission coefficients
for 10 different wave lengths are given for each day for
which a long-method solar constant was derived, in table
28, page 169, volume 5. Let us take the ratio of the sum
of the coefficients for the 5 longest wave lengths to the
sum for the 5 shortest wave lengths. This ratio will
vary in a somewhat regular manner. with the general
atmospheric transmission coeflicient, which we will take
as proportional to the sum of the individual transmission
coefficients. If we call the above ratio R and the sum S,
then the deviations of B from a regression line on S will
be a measure of the variation of coefficients of short wave
length that is independent of the variation of coefficients
of long wave lengths. When these deviations are corre-
lated with short-method solar constants for the correspond-
ing days, a coefficient of —0.424 is obtained, for the 114
available days of 1928 to 1930 at Montezuma. The stand-
ard error of this coefficient is 0.077. This shows definitely
the error in assuming that the coefficients for all wave
lengths vary alike. .

_Abbot himself says, in volume 4, page 171, “The prin-
cipal source of error in the short method is the uncertainty
of the representation of the atmospheric transmission co-
efficients by the function-transmission plots for the nu-
merous wave lengths.” These plots are given for Calama
at air masses 2 and 3, on pages 82 and 83 of volume 4.
It is to_be seen that there is quite a scatter in the points.
The only .quantitative measure of the scatter is given on
page 171.. The mean deviations of the points from the
curve are given for curve 22 (\=0.62u), air mass 2, the
deviations being grouped by function values. The aver-
age deviation of the 58 long-method determinations of a
from the curve is 0.6145 percent. This wave length is in
the middle of the spectrum, and the spread of points is
fairly representative. If the deviations are normally dis-
tributed, the standard deviation will be 1.253 times this, or
0.77 percent.

This standard error of 0.77 percent in the determination
of @ from the values of the function is mainly due to three
causes. They are the accidental error of determination
of @ by the long method, the error in the determined value
of ¢ due to changing atmospheric transmission, and the
inability of the function to represent the true atmospheric
transmission. We can calculate approximate values for
the first two causes and attribute the remainder of the

e
error to the inability of the function to represent the trv
atmospheric transmission. ~ the

In the section on bolometry errors, estimates of Jue
standard error of determination of @ were given. A V% ¢
of 0.347 percent was obtained from the standard erT% g
the ratio of two sets of atmospheric transmission, c(:loes
cients in 1919. This was thought to be low, as it s
not include errors common to the atmospheric trans! hep
sion coefficients of nearby wave lengths. For 1930, ¥ ont
errors should be more independent, a value of 0.455 PeF®™
was obtained. . r

For August 1, 1919, the standard error in the 9%,
bolographic ordinates was about 0.73 percent, W il on!
September 20, 1914, at Mount Wilson, it was 0.75 Percof P
The standard error in a least squares determinatio® ' .
will be this divided by +/Z(m—m)Z for the day. ﬂ(Seesz
tion on bolometry.) This factor is about ~/7 oF "
Taking 0.75 percent as the error in the bolographi¢ f(:)r a
nates, we get about 0.3 percent as the error in @ tand”
“oood” day. Thus we have three estimates of the 5%
ard error of determination of the atmospheric tran® ent:
sion coefficient, 0.3 percent, 0.347 percent, 0.455 .percans,

For the error in @ due to changing atmospheriC b o1iC
mission we find from the section on changing atmos%is is
transmission that the standard error in @ due to ¢

. . red
L times the error in E, the solar constant. The th
218 rceﬂ )

estimates of this solar constant error were 0.10 Peﬁkely

0.31 percent, and 0.43 percent, with the latter mos? Bang:

to be right. The corresponding errors in a due t0 ¢

ing atmospheric transmission, are 0.046 percent;

percent, and 0.197 percent. ot~
If we take the largest estimated errors for a, W¢ g

o=+/10.77)"— (0.455)"— (0.197)°=0.589 percen’

This can be taken to mean that the standard eI‘rOrﬂéi)cient
termination of the atmospheric transmission €0¢ yalue
from the function value is 0,=0.589 percent. TS % it
is not to be regarded as very accurate, but it 15 & . gp.
to see how it can be lowered much with the datd & de
If either of the other components of the 0.77 perce%d
viation of a from the plots is increased in order 0. ;te
the estimated error of determination of a, the estl nind”
standard error of a long-method solar constant deter p 10
tion must be increased. As it is already large eno usgtan,t’
cover the full variation of long-method solar €027, ¢
this is not reasonable. Corresponding to this eI  trs-
at air mass 2, there will be twice the error in the o

polated ordinate, for we get ﬁil_/g=m§_d_ when we difte of
1 d er.fﬁu

tiate log y=m log a-+log y,. That is, the standar el
in y, will be 1.178 percent. When summed upP 1-?&1.}, but

38 wave lengths, this error will be reduced someW:

1 . give
not by 738 For when the function is unable t0 78

estimate of the atmospheric transmission ab ond doubt
length it is likely to fail in many others near it. ;
very much if the error could be cut in half by the rosed
tion over all wave lengths. 1If it were, it would re%stﬂ«nf"
an exror of 0.59 percent in the value of the solar ;" ovef
And as atmospheric conditions will not vary M, s6¥
a morning, this error is not much reduced by 18575, 1
eral observations during the morning. It seeﬂfl,spercqﬂ
reasonable to expect a standard error of about 0-°, ubillt.)c’
in solar constant between daily values, due to the i
of the function to give exact values of the 8t

absorption. o : '
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p‘l%lli tﬁle early days of short method calculations Abbot
dyp-30ed the various values of the solar constant obtained
€ the individual days. These values lend themselves
Necti, analysis of variance that is interesting in this con-
1929 }1 Data for the 4 months, August to November,
Royi, 0T Montezuma, published in the Monthly Weather
hlilldiw’ 48, 665 and 772, (1920), were analysed. One
o S: thirty-six observations are given for 59 days.
®5tipy andard error of a solar constant determination as
Calcufmed from deviations from the daily means was
Qalculated to be 0.388 percent. The standard error as
e ated from the general 4-month mean is 0.667 per-
by oano e Standard error between daily means produced
Va} e‘;“,SeS not effective in producing the dispersion of
of the In g single day is the square root of the difference
Not, g Squares of these, or 0.542 percent. This value is
Significantly different from the very rough estimate,

mass is about 10 percent, and as the function varies by a

factor of more than 10, its addition can not be expected

to yield more than “slightly better” curves. Therefore

the estimate of a standard error of 0.5 percent is still as

%ood an estimate as can be obtained from the published
ata.

G. EVIDENCE OF ATMOSPHERIC EFFECTS

‘Many writers have pointed out evidence that the solar
constant values are associated with atmospheric conditions.
As regards the long method values, it is perhaps sufficient
toquote from the conclusions of H. Knox-Shaw, who made
measurements from about 1913 to 1921 at the Helwan
observatory, in Egypt. He said in 1915: “The high
correlation existing between the computed values of the
solar constant and the transmission coefficient indicates
that the variation in the former is not real  * * *.”
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Fraure 8.—Dependence of short-method solar constant values on atmospherie conditions.
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lh&bliﬁicent, of the standard error to be expected from the

Dhericg;isthe function to give a valid estimate of atmos-

parency.

€ . T .

}92 . 8‘20"9 calculations apply to the function used In

8, 344 (1 1927 Abbot writes, (Beitrige zur Geophysik,

0 ) "ic£27)): “We are substituting a modified func-

8W funars. Seems to yield slightly better curves.” The

S __Pyrn. X Area y

P s Pyrh. .

a're&;[,ilss the pyranometer reading, used before. The
*1€ area in mm? of one of the water vapor bands,

F

iB e .
the yr(}llulvalent to the old %- The only new factor is
tremg N Which is the pyrheliometer reading. As the

ange of pyrheliometer readings at a given air

In 1921 he said: .

Thus -it seems fairly certain that at Helwan and probably at
most other stations—correlation coefficients similar to those at
Helwan have been found at Washington, Bassour, Arequipa,
Calama and Mount Wilson—there is on fine days a progressive
change in atmospheric transmission throughout the morning,
which makes it impossible to determine the exact value of the
solar constant on any particular day, or to detect variations in it,
by observations made through different air masses and consequently
spread over a period of 2 or more hours. * * % Such observa-
tions will be discontinued at Helwan * * * It is not claimed
that the solar constant does not vary, but that its variations are
masked by changes in atmospheric transparency, when observations
are made through different air masses.

Various evidences of atmospheric control of short
method solar constant values have also been put forth.
W. E. Bernheimer (Problene der Astronomie, Festschrift
fur Seeliger, p. 452, 1924) finds in 1921 & significant
positive correlation between Montezuma short method
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solar constants and the amount of “‘precipitable water.”
In 1922 there is a significant negative correlation with
atmospheric transmission coefficients. These correlations
are calculated from daily values for separate groups of a
few montbhs and probabf; show a real relationship, inde-
pendent of any yearly period in atmospheric factors pos-
sibly associated with an 1l-month solar constant
periodicity. .

C. Dorno, (Monthly Weather Review 53, 519, 1925)
emphasizes a volcanic eruption in South America occur-
ring on December 15, 1921. The implication is that the
solar constant drop of 1922 might be associated with this
volcanic eruption. The eruption of Katmai in 1912 was
known to have caused a similar drop.

The largest drop in solar constant since 1922 was that
of 1928. Figure 8 shows in the full line the Montezuma
short method solar constant values of 1928 and part of
1929 for days on which there was a long method determina-
tion. In the dashed line are plotted values proportional
to the ratio of atmospheric transmission coefficients of
long wave length to those of short wave length, as deter-
mined during a long method observation. The inference

1.960
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1.920
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FiovBE 9.—Montezuma monthly solar constant values by varfous methods of reduction
of same data. A. Final recalculated values, Annsls, volume §, page 268. B. First
caleulated values, corrected for selected pyrfxenometr and watch eccentricities. C.
I-l\}irst;2 ca‘lcu!ﬁated values, uncorrected, Swmith, Miscellaneous Collection, volume 80,

0. 2, page 6.

that this drop in solar constant was associated with
atmospheric effects is obvious.

These ratios, B, were taken as the sum of the atmos-
})hemc transmission coefficients for the 5§ longest wave
engths divided by the sum for the 5 shortest wave lengths,
given in table 28, volume 5. Let S be the sum of sﬁl 10
transmission coefficients, and £ be the short method solar
constant values for the days available. Let 7y, be the
correlation between the solar constants and the ratios,
and 7,.,, be the multiple correlation of the solar constant
with the ratios and the sums. The following table gives
the values of these coeflicients, together with the standard
deviation of solar constant values and the number of
observations, for each of the years 1928, 1929, and 1930,
at Montezuma, and for all 3 years combined.

Year Tax Tu.ns Ox n
b L. S —0.7056 0.7178 0.5377% 2
1020 . e -, 4443 . 4453 . 85879 45
1030, e es —. 3548 . 4275 . 32409, 45
102880 . e eamaaaen ~. 5088 . 8161 . 44479, 114

The high correlation of solar constant values with one
terrestrial condition is shown here. It should be noticed
that in years when the scatter of solar constant values

. . . . &
was highest, the correlation with terrestrial phell()men
is also highest. :

188
H. A FEW ENOWN ADJUSTMENTS OF SCALE AND DISCONTIN‘JIT

IN THE SERIES OF VALUES

i
Only the preferred monthly means from 1920 on “ﬁly
be considered. Until 1926, the values given depend 1818 i
on the values obtained at Calama and Montezumill' 08+
Chile, with a few modifications from Harqua Hala V2 gioﬂ
From January to August, 1920, the Chilean st® het
was at Calama, Chile. gin August it was put on D& 0
ground, at Montezuma, and the method of calculatl"fhly
short method values was somewhat changed. (M"n-s
Weather Review 48, 540, 1920.) Therefore there
slight change in method at this time. s in
In April 1924, it was noticed that the pyrheliometerfte,
daily use at Montezuma were dusty (vol. 5, p. 86)- A o
dusting, their readings were raised by 2.8 percent. rod
former director was then contacted, and remembeept
that about December 15, 1922, the room had been S?i'ay-"
out. Some tests by selected pyrheliometry of a fe¥ * "y
are given to show that the dust accumulated all at 08% o
December 15, 1922, These tests seem inconclusive 0 _ g
Furthermore, the scale correction of 2.8 perced? . elf
determined by means of comparisons with the relafl 19
inaccurate pyranometer. By reason of the uncer talg !
of this correction and the date of collection of du g’ b
think it impossible to deny that changes of scale ™
have taken place in December 1922 and in ApT!
and that in the meantime gradual changes mig
taken place. Joul#”
In 1927 a new procedure for the short method ¢ croxﬂ
tion was introduced. The values at Montezum® “ e
1924 on were recalculated by the new method, 82
new values adopted. Up till 1924, the old method V';mrp
were retained. Thus January 1924, marks @ Sre 9
discontinuity in the method of calculation. ¥i8” s
shows the solar constant values obtained at Mont?Z%e
for 1924-26, by the new and adopted method, and Ta2k,
old method, the standard now up to 1924, ¥or 4, the
the first year that the new method was adopte?

o8
average difference between new and old metho gz&g
was 0.014 calorie, or 0.72 percent, the new value® % ,m
higher by this amount. These results are taket c (.
volume 5, table 40, page 258, and from the S5 there
volume 80, No. 2, page 6. We can assume thab jgo4.

was a scale change of about 0.72 percent in Janua®y were
From 1926 on, the preferred monthly mesn® .
derived from three stations, with the weights g“nth
Montezuma (2); Table Mountain (1); Bassour (1 ’-tf,ed'
2 months at Montezuma and 1 at Bassour ©
These stations are not independent, however, 2
adjustments took place. In 1927, at Table MOWirhe
dust had collected, indicating a 1.9 percent error som?”
corrections for the preceding period are necessaril
what uncertain (vol. 5, p. 139). o fr
A pyranometer error occurred at Table MountmnWhe”
August 1927 to September 1928 (vol. 5, p. 92): 'usﬁed
finally corrected for, the intervening values were &
by selected pyrheliometry. However, a residus! © tm‘ﬂ’“
September 1928 was corrected for by s direct adi! aosle;
(lowering) of about % percent to the Montezung’fall 0
It is significant that this is the time of the 192 n ‘
solar values, so the fall depends upon one statio”
At the time of the rise of solar constant values in
1929, the Table Mountain scale was raised by 0% 1 yion”
(vol. 5, p. 251). The reason given is that the PY*
eters were thought to be pointing unfavorably.
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lgfe}nother interruption in continuity of values occurred in
icalS In the Quarterly Journal of the Rogal Meteorolog-
Olcao_clety, volume 60, page 73 (1934), Abbot says, “The
unxlne eruption in southern Chile interrupted the Mon-
on o, &series. From May 1932, the values depend entirely
weighsel'Vatmns at Table Mountain, Calif., and are of less
ducg, dt' New apparatus and new methods are being mntro-
. at the Montezuma station. When completely dis-
tboyy ’ about January 1, 1934, the Montezuma. values from
Cugsi, ogUSt 1932, will be available. Until further dis-
hepg o I connection with Montezuma, values, the results
ven are to be regarded as provisional.”

1V, SUMMARY

0_:};01‘ & single pyrheliometer reading, a standard error of
o gercent is reasonable to take, corresponding to & prob-
tost frr or of 0.25 percent. This agrees with the only actual
Son dor which complete data are given. It would corre-
the 4 to a probable error of 0.17 seconds in determining
Inpéne of a reading, and a probable error of reading the
Siop Tature of 0.004° C., or ¥%; of the nearest scale divi-
0.9 I;e addition, slight changes of scale of as much as
ae cl‘cent; or more can well have occurred frequently, due
WMent Umulation of dust or faulty pointing of the instru-
tua,T]h(f 8rrors of bolometry can best be estimated from ac-
. gta. From the 2 days’ data available, the best esti-
B oye 11& standard error of the bolographic reduction for
' The ;.o0t day is about 0.30 percent. ]
by g o iStrumental error of o long method reduction will
the a'gnlblnation of one bolometric error with the error of
Standafr&,ge of two {){rrheliometer readings. Thus the

d instrumental long method error will be—

T R7 )2
\/ (0.30)* +(—0%7~)— =(.40 percent

. T
Ing *l;te n*l‘»rror of a long method determination due to chang-
by is 0spheric transparency is more difficult to estimate,
e8tim&tgl'ob&bly in the neighborhood of 0.43 percent, as
oy d from the data of 1925. Combined with the
lo Instrumental error, a total standard error of a
sthod determination of about 0.59 percent is ob-
25 1o, L8 s just equal to the standard deviation of the
N8 method solar constants from their mean value.

The equality of the errors and fluctuations of solar con-
stant indicates that any real variations of the sun are com-
pletely masked by errors, instrumental and atmospheric, of
the long method.

The bolometry error for a short method is the error of
determination of the area of water vapor bands. The
standard error of such a determination depends upon the
amount of water vapor, but according to Abbot will range
around 0.13 to 0.31 percent, with a mean of 0.22 percent.
The main instrumental error of a short method determi-
nation will be due to a combination of this with the error
of the average of two pyrheliometry readings. Jf n short
method observations are taken during the day, the stand-
ard instrumental error of a day’s short method result will

2 2
be \ / (_()__312)_ + (_Q'Z%})‘ If there are five observations during

the day, this will amount to a standard instrumental error
of 0.15 percent for a day’s mean value. For a single ob-
servation, the standard instrumental error will be about
0.34 percent.

Atmospheric errors in the short method are caused by
fluctuations in the amounts of the absorbing constituents
in the atmosphere. Consequently atmospheric errors will
take effect between daily values, rather than between
values of the same day, and the taking of five observations
during the day reduces the atmospheric errors very little.
An estimate of these is not claimed to be accurate, as ver
little data are available from which they can be calculated.
However, a standard error of about 0.5 percent between
daily values was considered the best estimate of atmos-
pheric errors.

An analysis of 4 months of 1920 shows the standard
deviation of short method solar constant values from the
daily mean of 0.39 percent, which should be compared to
the 0.34 percent error estimated for two of the instru-
mental sources. The extra variation between daily means
not due to the same causes as the variation within days
had a standard deviation of 0.54 percent, which is to be
compared to the 0.5 percent estimate of atmospheric error.

The total estimate of error of a daily value of five obser-
vations would be o=+/(0.15)*+ (0.5)?=0.56 percent. This
is enough to account for the fluctuations of short method
solar constant values of any recent year.



COMPARISON OF CONTEMPORANEOUS MEASUREMENTS OF THE SOLAR-
CONSTANT »

By Larry F. Pace

For 35 years, more or less regular observations of solar
radiation have been made by the Smithsonian Institution.
Due to subsequent improvements in methods and instru-
ments, the solar-constant values obtained before 1920 are
not now considered reliable. Since that time, however,
there have always been at least two observing stations in
operation whenever atmospheric conditions permitted.
Enough data have accumulated to make possible statis-
tical comparisons between values of the solar-constant
determined from observations at different localities or at
the same place by different methods. Some such com-
parisons have previously been made, by means of correla-
tions calculated or estimated (1) and by computing
measures of the absolute difference between two series of
observations (2).

The question of actual variation in the solar-constant
was discussed in detail in 1925. On the basis of: (@) high
correlation between solar-constant and atmospheric trans-
mission, (b) low correlation between Abbot’s solar-
constant and that measured by Kimball, (¢) an annual
period in pyranometer readings, and (d) the small disper-
sion of daily values, Marvin (3) concluded that the reality
of variation of the sun had not been shown, and further
data were necessary to determine it.

Kimball (1) calculated correlation coefficients betweep
Montezuma and Harqua Hala daily short-method values
and showed that the variation common to both was less
than the secular variation as shown by monthly means.

In rejoinder, Abbot has said (e) that there'is no real
annual period, (b) that the average differences between
contemporaneous observations of different stations were
very small, thus showing that the values actually refer to
variations in the sun, and (c) that fluctuations of the solar-
conls'tant are related to the weather and therefore must be
Treal. - : :

After a complete analysis of the methods used, H. G.
MacPherson elsewhere in this volume shows that the
errors of observation and reduction are enough to account
for the day-to-day variation reported. Proof of the
reality of the variations depends now almost wholly on
agreement between values obtained at different stations.

The data themselves offer some difficulties because of
changes in scale and adjustments which have been made.
A large secular change took place in 1921, which must
have been due at least in part to volcanic dust from an
eruption in South America (4). In April 1924, it was
noticed that Montezuma pyrheliometers were dusty (2b,
p. 86). It was recalled that the room had been swept out
about December 15, 1922. Some tests by selected
pyrheliometry of a very few days were made which
seemed to indicate that the dust had all accumulated on
this date. A scale correction of 2.8 percent, determined
by the relatively inaccurate pyranometer, was applied
to all the intervening values. A new method of cal-
culating the short-method values was applied to all data

from 1923 on, making another discontinuity in the .daﬁﬂf
In addition to other adjustments, ‘‘the whole serlesso)
solar-constant values from 1924 to the present time ”1%21,,
was reduced to a consistent and definite system . %,
p. 122). A pyranometer error, due to dust, aﬁﬁ@gﬂ
Table Mountain short-method values from August l’téd
to September 1928 (2b, p. 92). The values were adjus £0T
by selective pyrheliometry.” However, a residual erm_:
was corrected by direct adjustment of scale by cgzg,
parison with Montezuma values. In November ]'se
the Table Mountain values were too low and were ral]iO‘
0.4 percent because it was thought that the pyrhe
meters had been “pointing unfavorably” (2b, p. 951). ab
In addition to-these and other changes, the Vﬂluesthe
Montezuma are ‘“‘corrected” by a factor to make unt
scale agree with that of the old observations at Mgioﬂs
Wilson (2b, p. 123), and the scales of the other st®% gy,
have been brought into agreement with Montezum*"lzl).
p. 278). For some other adjustments, see (2b, P- have
It is of importance to note that fewer adjustments &%
been made to long-method observations. - al$)
The records used, published in volume V of the Anrﬁbef
are as follows: Montezuma, Chile, August 1920-Dece ber
1930; Table Mountain, Calif., December 1925—December
1930; Mount Brukkaros, Southwest Africa, Dece(long
1926-December 1930; and Harqua Hala, Arz. p Sb
method only) October 1920-June 1925. MouD o 10
Katherine, Egypt, and Montezuma values for JuP® -
November 1934 were published in reference (5). 68
Let us consider first the evidence of long-method V“d by
The long method -is the fundamental one develoP®” e
Langley. The only errors in it which are not als0 ﬂ;rv'a'
short method are due to the fact that it requires 0P8 os 11
tions covering & period of about 2% hours. -ChaP8e.ct
the sun or in the atmosphere during this time W hort
the result. Certain other errors are present in t0° {0
method which do not affect long-method reduC>"ipe
Correlations between long-method observations ©

same days are:
——

Stations Interval L /12
0

49 06

Montezuma-Table Mountain. ____.___.._.__.__.___ Dec. 1925-Dec. 1980---) 90 | 6

Montezuma-Mount Brukkaros._ ... _____ Dec. 1926-Dec. 1930---1 34 | 18

Montezuma-Harqua Hala___._._____._. _| Oct. 1920-May 1926---| §3

Table Mountain~Mount Brukksros Dec. 1926-Dec, 1930---j * |~
These are obviously negligible. ) Seculﬁr ‘

Short-method observations are subject to Wlderchaﬂ o8

variations, some of which, at least, may be due 0 ¢ " a16

of scale or adjustments. Since many daily V&' pese

available from Montezuma and Table Mounmmhleﬁﬂ?'

were taken as departures from the monthIK/I Ountalﬂ

Correlations between Montezuma and Table

on the same days are given below: '
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Month n r Month n r
* 1928 —Continued

Jume. ... 24 |~0.01
July._.... 23 .49
August_. 15 .34
September 13 .12
October... 23 | -.27
November 18| —.38
December 19 —.15
January 7 .10
February 15 .07
‘March._. 151 —.18
April. 18 .00
May.. 18| —.01
June.. 10 .09
July...... el 181 =17
August._____ e - 8| —.59
September._ - - 23 .23
October. ... . el 1| —.30
November.. ... 25 .31
December___......ccocoomuon 19 .12
6| —.07
13| —.35
12 .16
12 | —.28
7(—.11
21 .20
22 .51
16 .13
21 [ —.15
26 | —. 26
16 | —.28
066 01

i 0
¥ ;leg;lt?v%f. 60 values, 30 are positive, 1 is zero, and 29 are

The correlation for all days taken as depar-

llI'e
the respective monthly averages is 0.01, for

' 8 fro
966 p&irsfn
M()un{ 6 months’ observations have been published for
‘ oung t. Katherine, from June-November 1934, in
St&tio ,,S&mt Katherine, An Excellent Solar-Radiation
Qalculgt’. On page 2 of this reference, Abbot, after
3% Monng the average difference between observations
s ant St. Katherine and Montezuma, states, ‘“Hence,
the cléth unusual satisfaction that I am able to report
M°unt S§ agreement between the results obtained at
thoge bt-.Katherine, our new station in Egypt, and
Chil »XPtained on the same days at Montezuma in
bwg ;‘e and on page 5, “The close accord shown by these
Co &gemote and contrasting stations cannot but en-
of the o the belief that the observations of the variability
tlogg t Sun hitherto reported from Montezuma are very
eo the truth.”
sty iocorrelation coefficient between observations at the
Svgy “: S On the same days is 0.03, with 99 pairs. How-
o e reference just cited, Abbot calls attention
?‘Ot Uitzct that the observations during November were
gy . as reliable as those for the other months. Omit-
0 8¢, the correlation is —0.04, with 88 pairs. In

va}ll‘le ea‘sgse 0111}(’1 “satisfactory’”” or ‘“‘nearly satisfactory”
Were use

Qoo Ring 10y ¢,

Sermip gy to the monthly averages of short-method

allons, the correlations are:

ﬁ\ Stations Interval 1 n| r
Molltuzll
Aty LA~T .
T%leez“maq\f(})&gg\“untam .............. December 1925-December 1930 | 60 | 0.05
Ountajn gy Brukkaros.._ ... ... December 1926~December 1930 48 | .05
ount Brukkaros........ December 1926-December 1930 | 48 .28

1
I tﬁaty 1098 o o
opy, ¢ OMmitted because no reliable values were obtained at Table Mountain

. The
g"&lly Montezumu~Mount Brukkaros correlation is prac-

vrlukka:::o' That for Table Mountain and Mount
Uyeq ar Mmay need some explanation. If monthly

. '@ taken as departures from the annual means

instead of from the means of the whole period, this be-
comes 0.07. This leaves the only agreement of any sort
in' these two records between annual means, which
certainly must have slight-weight as evidence of real agree-
ment in view of the many adjustments of scale. Pyrheli-
ometers were injured while being taken to Mount Brukkaros
and “by extensive comparisons with Montezuma, scale
corrections were fixed”’ (Annals, vol. V, p. 243). Several
different scale corrections were made for different periods.

We come now to the correlation coefficient of 0.65
between monthly mean departures from the average for
the entire period, at Montezuma and Table Mountain.
Taking these as departures from annual means, the
coefficient is still 0.56. Correlations of monthly values in
the individual years are as follows: 1926, r=0.12; 1927,
r==0.30; 1928, 7=0.92; 1929, r=0.56, and 1930, r=—0.04.
It may be noted that because of the large fluctuations in
1928, the agreement in that year affected the total cor-
relation more than it would have otherwise—that is, 1928
is weighted more than the other 4 years. (The standard
deviations are: Montezuma, 1926, 1927, 1929, 1930,
c=3.88; 1928, ¢=8.26; Table Mountain, 1926, 1927,
1929, 1930, 0=3.67; 1928, ¢=8.25.)

If the real relationship between observations is that
indicated by a correlation of 0.92 or even 0.56, there is no
explanation for the coefficient of —0.04 in 1930. But, if
the real relationship is zero, or nearly so, there is good
reason to expect high spurious correlations in both 1928
and 1929. It may be recalled that, in 1928, errors
developed at Table Mountain which eventually required
adjustment on a basis of Montezuma values. In 1929,
the two stations were again in disagreement and the Table
Mountain scale was corrected because ‘it was suspected
that the pyrheliometers * * * might be pointing
slightly unfavorably.”

A further test may be made of the agreement of obser-
vations. On many days the solar-constant has been
determined at the same station by long and short methods.
These are not independent observations, so agreement
between the methods would not indicate reality of solar
variation. Disagreement, however, may throw some
light on the errors of measurement and reduction. Ex-
cept for the possibility of real solar changes occurring
between measurements on a given day, only errors in one !
method or in both will reduce their correlation coefficient |
from unity. Below are the correlations between long- and
short-method solar-constants on the same days at the
same station.

Table
Montezuma Mountain
n r n r

1028-80_ oIl IIITITITIITT

The correlations of Montezuma and Table Mountain
long- and short-method values for all years combined, are
0.19 and 0.25 respectively, indicating that only about 3.6
and 6.2 percent of the variation is common to the two
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methods. Hence, we may conclude either (¢) that there
was practically no variation in the sun, or (b) that one or
both methods almost completely fail to record solar
changes. It is probably significant that the correlation
at Montezuma for the first 3 years was 0.63 and that it fell
to 0.07 during the period 1923-30. The use of the abbrevi-
ated short method was begun January 1, 1923, and con-
tinued to the present. This method is described on
page 111, of volume V of the Annals:

Qur new abbreviation consists in eliminating this * * * computa-
tion (the logarithmic computation involved in determining the form
and area of the bolograph as it would be outside the atmosphere)
by computing certain tables once and for all. This may be done
because exact knowledge of the form of the solar-energy curve is not
essential * * *  This statement may be confirmed by referring to
a previous page, where the results of computing solar-constants with
different optical transmission data are compared. By analogy it
follows that only an inappreciable change of result by the short
method would oceur if, instead of using the ordinates of the smoothed
energy curve sactually observed on a given occasion, we should
employ the average ordinates of a number of bolographs previously
taken at the same air mass.

On the following page, this statement is made: ‘“We
have tested the new ‘short method’ against the earlier

‘short method’ for identical days and find as was expectﬁ;i.f
that the two give identical results.” Nevertheless o B
Abbot recently announced (April 1937) that there ;hﬂt
fundamental error in this newer short method an 1610
when data are re-reduced by the original metho o7
may be changes of at least 50 percent in the daily Socor.
constant values. We have seen, however, that no ¢hod
relation exists between contemporaneous long-meé -
observations at different stations. Therefore, if & * g
reduction of short-method results is made which W%héf
bring them closer to the long-method values, no fuf
agreement between stations could be expected.
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ME STATISTICAL TESTS OF SOLAR CONSTANT—WEATHER RELATIONSHIPS

By Lazrry F. Page

&ngonnec'ﬁl_on between variations in the solar constant
Da]]. 0°Se in weather phenomena has been based princi-
o " sn two theses—that periodicities in solar radiation
Rertg;, CClated with those in westher data, and that
Inarked Patterns in temperature follow more or less
COng] . q RGeS 1n the solar constant.” These will be
tisefre_ separately.
irg - J8IT t0 say that, if the cycles in solar radiation data
Weather significant, they are of no value in determining
gly "y changes. The first part of this paper is, accord-
V&lue’s estricted to a study of periodicities in observed
of the solar constant.
recol.dstlstlcal analysis of this sort means a study of what
% 8 by of the variable are available, taken as a sample,
5, tlsllis for calculating the probability that this sample
. Wjye M certain limits, representative of the entire
fOrQC&Se of similar data. When applied to time series, &
f1ltlu~e 8 1s implied. That is, the universe includes the
Perio o well as the past. When we test, for instance, a
detug)y 1y to see whether it may be ‘real,” we are
be enoy testing whether the sample might be expected to
fnq durgh- different from the universe that the amplitude
Dllng atlon we find may be due to fluctuations in sam-
of SSum en we apply standard errors we make a number
ghe tosts ImeI}S, and, unless these assumptions are valid,
e o or significance have no meaning. The tests are
daty, fol] mathematical conceptions and apply only if our
ne O?W the premises of mathematical sampling.
Sag ob the most important of these premises is that
ong y3ervation must be independent of the preceding
Nog satj onthly solar-constant data, as will be seen, do
Stam 3 iy this requirement. The correlation periodo-
{’enodic ased on the proper assumption that, if data are
bhe leng’t};’hey tend to repeat after an interval equal to
letwee of the period. The coefficient of correlation
& o W6 series @, 2y . . . . Tps and itself at a given
;“terv{ﬂ 241 . ... %, is plotted against the length of
-°1&r.col’lp-- This method has been applied to monthly
t‘l all, Wﬁt&nt values, (1) 1920-1934, inclusive; 180 values
lurve of t%l result shown at the top in figure 1. The
tag 0 8 periodogram shows a coefficient of 0.82 at a
.. the p;nont.h- Each observation is, therefore, related
Ack of in eceding one, and to several before that. This
h'l_‘his m ependence will be referred to as serial correlation.
olr St&x??lns that a comparison of the correlations with
QFI\ST’S 2 ard errors, either directly, or by applying
o tegs;. © transformation, is not valid. The problem
gete sgo Significance in such cases hes not been com-
ef-ne?&l . aVed. The solutions suggested fall in three
o iate ﬂSSes: (1) adjust the tests of significance, (2)
8e°: , ang 18 serial correlation—usually by teking differ-
%&l Correly s compare results with those in which a
digs tlot © f:tztlon has been imposed upon random data.
ty tﬂbution( ) has published an ap})rogrlma§1on for the
Pe o seri of correlations from samples in which a certain
12} correlation is present similar to the type in
aty, Vr, =1 147,7,
i the 4 o NI e
@ x series, r, the serial correlation in the y

eSe d

l&ti()n ); where 7. is the serial corre-

series and V is the variance. This was applied in the
following way. The correlations at lags 1 to 10 were
omitted as being directly affected by the dependence of
successive observations. The 90 remaining coefficients,
at lags 11 to 100 were divided by their standard errors,
as calculated from Bartlett’s distribution. The distri-
bution of these ratios is compared with a normal curve
at the bottom in figure 1. A Ferfect fit could not be
expected. There appear to be s i%htly more cases above
twice the standard error than would be expected, but the

- differences are not significant.

I should like to digress a little here to point out what
seems to me a fundamental error common in the use of

CORRELATION PERIODOGRAM, MONTHLY SOLAR CONSTANT
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FIGURE 1.

the correlation periodogram. The ratios shown which
were greater than --1.75 were all for correlations from
lag 75 to lag 80. If we were willing to say, on the basis
of comparison with the expected distribution, that the
correlation at lag 77, which is the highest value found, is
significant, would we be justified in saying that there is a
periodicity of 77 months in the solar constant? It has
been at least implied in the literature that, since we are
dealing with 103 pairs of observations, the significance
dependent on this many cases can be transferred into a
feéiing of confidence in the period as such. But, in fact,
there are only two periods of this length and a small
part of a third. As far as the periodicity itself is con-
cerned, even if the correlation were perfect, there are

(121)
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only 2 cases, not 103, and inferences must be made ac-
cordingly.

The second method suggested to overcome serial cor-
relation is differencing. First differences were taken and
the correlation periodogram method applied to them.
If a periodicity exists, that is, if the data tend to repeat
after a certain interval, the first differences will also repeat
to the same extent. The serial correlation in the first
differencesis —0.19. The periodogram, shown in figure 2.
is entirely different, with the highest value only 0.27 at a
lag of ten months. One of the criteria in a correlation
periodogram is that there shall be high coefficients at all
multiples of an apparent period. It is obvious that this
is not the case here. The distribution of the coeflicients
is approximately that expected by chance, only slightly
larger frequencies at the extremes.

Finally, an attempt was made to take series in random
order. and to inject an amount of serial correlation ap-

FIRST DIFFERENCES,~-MONTHLY SOLAR CONSTANT, 1920-34
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proximately the same as that in the solar constant series
being studied. In order to retain as nearly as possible
the same original frequency distribution, the 180 depar-
tures from the mean of the solar constant were used.
They were put in random order with the aid of Tippett’s
numbers. Then, serial correlation was introduced by
taking & simple moving average. The correlations shown
in figure 3, at the first 12 lags are as close to the original
as can be expected. In each case, the coefficient becomes
negative at lag 13. There are at least minor peaks at
26, 52, and 81 months, approximately multiples of 26,
indicating a ‘“true’” periodicity of 26 months. Or, if we
are looking for high coefficients instead of regular peaks,
there is a peri